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 PDG is an international collaboration charged with
summarizing Particle Physics, as well as related areas of
Cosmology and Astrophysics

— 176 authors from 21 countries and 108 institutions
— Plus 700 consultants in the particle physics community

 PDG group at LBNL manages the PDG collaboration
— Coordinate everything and drive schedule
— Put together products; assure quality; make sure there is no failure
— Also contribute substantially to scientific content of RPP

« Main product: “Review of Particle Physics” (RPP)

Journal of Physics G
Nuclearand Particle Physics

epsaceang/pg

nnnnnnnnnnn

Listings, Summary Tables 108 review articles
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« Obviously:
— Efficiently managing hundreds of people and
— producing a book of 1,400+ pages
— summarizing >30,000 measurements from >7,000 papers
— every 2 years (with intermediate web update),
— supporting different print and online editions
requires an adequate computing system

* Yet presently used PDG system dates back to late eighties
and can no longer handle requirements without great risk

* Urgency of a computing upgrade and need for additional
resources to carry it out were Written in 2006

widely recognized by reviewers e et ang Roadmap

Juerg Beringer

Particle Data Group
® Deve I O pe d p I a n fo r P D G Lawrence Berkelev National Laboratory
L
co m p utl n g u pg rad e a n d as ke d This document summarizes the high-level requirements for the upgraded
. PDG computing system and proposes a roadmap for completing the
DO E a n d N S F fo r f u n d I n upgrade. It is intended to serve as a starting point for a cost estimate for
g the completion of the upgrade project.
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« Comprehensive DOE review of PDG in September 2008
(http://pdg.lbl.gov/doereview/agenda.html)

— Vital role of PDG is reaffirmed
« “The PDG publications are crucial to the field ...” (DOE reviewer)

— DOE asked us to increase our request for resources for the
computing upgrade to ensure we will succeed

 Now 2 FTE for 3 years (until end of FY11)
« 0.5 FTE for ongoing support after initial development

« NSF agreed to contribute to the computing upgrade
according to its overall share of PDG funding

— Grants PHY-0652989 and PHY-0966691

 Development in full swing by end of 2008

Today we will discuss what we have achieved
during the first ~half of the computing upgrade project
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A modern, modular, extendable, easy-to-use, maintainable
and well-documented computing infrastructure for PDG

* Production quality system — PDG data must be correct
— Extensive error-checking and cross-checking built into system

« Support all areas of our work, including in particular:
— Decentralized, web-based data entry and verification for Listings
— Interaction with over 100 review authors
— Monitoring of progress in RPP production
— Programs for evaluation of data (fits, averages, plots, ...)

— Expert tools for editor, including creation of book manuscript and
static web pages (PDF files)

— Interactive browsing of PDG database similar to pdgLive

Details and status of system components will
be discussed in the subsequent talks
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 PDG has special requirements that cannot be addressed by
“commodity software”

Solution: v

*[dentified challenging areas posing potential risk to project

e Carefully addressed these areas first (through design,
technology choices, and project planning)

« Computing upgrade must proceed in parallel to PDG work
— Legacy system must continue to run during development
— Severely limits opportunities for system deployment (once per year)
— Workload on PDG experts from having to work with two systems

Solution: v

* Must carefully plan new system deployment

*Release as early as possible with legacy applications running
within new system (V0 Release”, see later)

* Allows incremental deployment of new components
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« Existing scientific data must be migrated to new system

— Complete redesign of PDG database from scratch impractical
from many points of view

— Changes to PDG database must be made incrementally

— Small database changes mandated by ongoing PDG work
« Conventions on how data is stored in the database (macros, flags, etc)
* Occasionally need new columns in tables

Solution: v
* Modernized PDG database used by both (updated) legacy
applications and the new system

Updated New
' Prod DB System
Develop-

ment DB
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J Challenges, Risk, and Solutions ]

M

« Scientific output from old and new system must be identical,;
PDG data must be correct

— Inherently difficult to validate tens of thousands of numbers

Solution: 4

* Nightly builds with unit tests

* Careful and detailed validation before use for PDG production

 Detailed logging of changes at database level

 Version control of database contents by dumping to CVS

*System validation by producing TeX manuscript of full
Review in old and new system, then making sure all
changes (“diff”’) are expected and desired
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« Distributed data entry
— System must take care of complicated distributed work flow
— Detailed logging of changes (“Why did this number change?”)

Solution: v
e Careful design
e Suitable industry-standard technology choices (J2EE)
 Innovative logging scheme using database triggers
that keeps track of logical operations and enforces logging
at database level for any application (doesn't need any
application specific logging support)
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 Use of TeX and display of math on the web

Solution: 4

e Evaluate existing solutions (MathML, jsMath, mimeTex,
TeX-to-MathML translators, ...)

* Found solution that addresses our needs (see Sarah's talk)

 Browser and platform diversity among large user base

Solution: v
* Use existing extensive JavaScript library where this
problem 1s already solved (see Sarah's talk)
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VO Release _

 The VO Release is the backbone of the upgraded system
— It's key ingredient is the modernized PDG database
— All technologies of new system included & working (full vertical slice)
— All challenging areas addressed

« All (updated) legacy applications run in VO Release system
— Thus it is a complete and fully functional production release
— Validated and has become current PDG production system

 Provides a modular framework into which applications can be
easily and incrementally included (during ongoing PDG work)

* Includes alpha release of the encoder interface
— By far most difficult and complex application
— Includes the main building blocks required by the other applications
— Supports complete standard encoding cycle plus advanced tools

Successfully deployed August 11, 2010
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* Encoder interface includes building blocks for remaining applications
* Python-based API for data analysis also included
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 Rescaled diagram to reflect approximate development effort
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« Entering a measurement through the encoder interface

— Note: the encoder interface includes the building blocks needed
for putting together the remaining applications!

Lot PDG wor LZ SPACEe Add Refererce | Enccding System Log Viewst Cheng-Ju Lin log out
/ BATLEY 2010 (PL B686 101)

' reference details _ -add measurements toolbox | [ review & sign off return to task list
PDG | Add New Measurement

Worksp ace * Node Document ID * Used? Value EVTS cL% TECN Comment

BATLEY 2010 select.. o

Footnote:

| save measurement |

Data Block Browser
7

Data Block for x*- |INEAR COEFFICIENT s FORK™~ —» =*~ 2" " -Node S010GTP
SO10REE Ty g* — 2% 2% o+ v, 1 Typgar

0 Valua Document |D TECN CHG Commeant Actions

M th SoioRag TUE™ — 2% alet v /T KT - o erm

a ve 0.672 +- 0.001 + 0.011 BATLEY ! 2010 NAZE =

display \_ SOoR2 TUE® = 3o evve JIT(E = ms 0.6259 +-0.0043 +-0.0093 AKOPDZHANOV 2005 TNF - ==
" X))

0.627+-0.004+-0.010 AJINENKO 2 * 2003 ISTR . ‘\ DiSplay Of data
S0IO0RE Ty gY — aeoa s v ) T

*** We do not use the following data for averagas. fits, limits, eic ***

sotoRez TUE™ — 2. 0=y v JIT(K™ ~ =, 0.736+0.014+-0.012 BATUSOV 1988 SPEC  + e blOCk (—>pdgLiVe)

I o |

0.582+-0.021 BOLOTOV 1386 CALO - o 3]
SO10RE 1y k* —+ 2% 2% 2% e+ ve )/ Thora 0.670+-0.054 BRAUN 1976 HLBG  + = m
SO10RZ m{k* » w, a0 )IT, 0.510+-0.060 SMITH 1975 WIRE  + e — e |
SMORTT [y o g, a0 )T K* —+ memen-) | 0630+0.038 SHEAFF 1975 HLBG  + =+
SO10R24 g™ o oy nliTpR™ + povy) |3 OE7+008 AUBERT 1972 HLBG =+ | -
SO10R4 1y g* = o 20wl VT v [ 0.544+-0.048 DAVISON 1968 HLBC  + Also emulsion T | v
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* Interactive access to PDG database in Python

For now primarily aimed at PDG-internal use, but programmatic user
access to PDG database will open whole new world of possibilities

& jb on crabli: /home/fjb - Shell - Konsole ol LELf L

Session Edit View Bookmarks Settings Help

Lp d 8l © % python
Pgthon 2.5.1 (r251:54863. Sep 3 2010. 12:53:37) & jb on crabli: /home/jb - Shell - Konsole
[GCC 4.1.2 20080704 (Red Hat 4.1.2-46)1 on linux2 || Bookmarks _Settings Help.
Type "help”. “copyright”. “credits"” or "license” — - .

import pdg >>7> import ROOT

db = pdg.connect () 22> h = ROOT.TH1FC'h','Top Mass Measurements:m (Ge¥)',30,160.190)

help(db) »>>> for m in topMass.getUsedMeasurements():

bin = h.Fill{m.getYalue(})

topMass = db.getDataBlock('QO07TP ') T
print topMass >>> h.Draw(}
{TCanvas: :MakeDefCanvas>: created default TCanvas with name cl

_______________________ a:Ln Shell | I

DOCUS=S

Q007TP MEASUREMENTS

e & . o SoSENRREEY L M

YALUE (GeY)

"
|

——————— ——————— —_—

| 172.0 +-0.9 +-1.3 | OUR EVALUATION [[Ton Mass Measursimonts | Eh i
| 186+-10+-5. | ABE 1997R S — Mean 1743
| 168.4+-12.3+- | ABBOTT 1998D F

| 167.4+-10. | ABE 1999B sk

| 176.1+-5.1+- | AFFOLDER 2001 c

| 180.1 +-3. | ABAZOY 20046 o B

| 180.7 +15. | ABULENCIA 2007J C

| 171.5 +-1. | ABAZOY 2008AH ot

| 172.7 +-1. | AALTONEN 2009J S

| 171.1 +-3. | AALTONEN 2009K -

| 171.2 +-2. | AALTONEN 20090 e

| 174.7 +-4. : | ABAZOY 2009AH .

| 1744-10+13-12 | NOT USED ABE 1994E 05—

| 199+19-21+-22 | NOT USED ABACHI 1995 2 =L i
’\ L_f_ﬂ‘len l '?Bl] 165 170 175 180 185 " (Ge\})gl]
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Juerg Beringer (PDG physicist)
— Project leader, requirements, system architecture

« Chuck McParland (computer scientist) Each member of
— Java API the team has many

years of software
- Sarah Poon (computer systems engineer) |development
— Web design, user interfaces, JavaScript experience

 David Robertson (computer systems engineer)
— Database, Python API, scripts

« Orin Dahl (PDG physicist, retired)
— Legacy Fortran programs

* Piotr Zyla (PDG editor)

« Contributions from Jacob Andreas, Cecilia Aragon, Keith Beattie,
Igor Gaponenko, Keith Jackson, Kirill Lugovsky, Slava Lugovsky

LAWRENCE BERKELEY NATIONAL LABORATORY
PDG Computing Review, September 17, 2010 Juerg Beringer (LBNL), Page 18




-~

Development Process ceceesd] f

BERKELEY LAB

 Follows widely-adopted practices, including
— lterative design process with close interaction with users
— Ongoing documentation (Wiki, within code, formal manuals)
— Nightly builds and nightly unit tests
— Using existing tools, components and libraries to maximize efficiency

* Frequent communication
— Weekly general meetings
— Weekly individual meetings of developers with project leader
— Additional meetings as needed
— Mailing list

« Close involvement of PDG members

— So far through Orin, Piotr and myself (plus occasionally Cheng-Ju Lin
and Weiming Yao)

— As user testing ramps up, will increasingly involve other members of
LBNL PDG group plus selected members from PDG collaboration
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« Computing TWiki

BERKELEY LAB

« Manuals (in particular

@ WebHome < Computing < TWiki - Mozilla Firefox <2>
File Edit View History Bookmarks ScrapBook Tools Help

€« > - Qo@

Hello beringer?
w Log Out

— Create personal sidebar

1 Computing Weh
[¥ Create New Topic
= Index

Q Search

+ Changes

pg Notifications

EJ RSS Feed

~% Statistics

& Preferences

Webs
Computing
Main

Sandbox
TWiki
B Trash

= i /’.i - i http:/pdgprod. bl gov/twiki/binsview/Computing/Web 5 77 - B | Ly,
14
Welcome to the PDG Computing TWiki
ENCODING
INT Unique identifier used for logging changes to the database
Meetlngs and Communication INT 5 The identifier of the reference to be encoded. Foreign key to
o List of a REFERENCE table.
* Meetings: Our regular meeting time slat is weekly on Thursday fiom 2pm to 4pm in room 5056208, Meetings will PAR_CODE'f CHAR 4 The code of a particle studied in the reference. NULL means
be announced or cancelled via our mailing list (see below) all particles. Foreign key to PARTICLE tahle.
= Minutes (where available) can be found on our meeting page. 3 N — - . - — —
+ Minireviews: We will assess the status and progress of diferent aspects of the project whenever suitable PAR_PROPERTY CHAR 10 The pr{]pert,\' of the particle n1.1}c11:.=c1 {measured) in the refer-
milestones are reached, typically every two to three months. See our minireviews page. Mext mini review: assess ence. NULL means all properties
progress towards v0 deployment, end of March. CONTENTS CHAR 1 ‘Whether or not the paper contains any encodable information.
* Maililng lists: "We use the mailman mailing list computing@ for general e-mail and disucssions related NULL Papers whose status s unknown
to PDG computing. You can subscribe/unsubscribe to this list at hitp./p Mistinfo/computing. An D Papers that contain data that is in the database.
archive of past r is available at http:Updg1.Ibl. gowmailman/private/computing). E Papers that have no encodable information.
L PUBLISHED CHAR 1 Whether or not the paper was in the database as of the last
Computing Upgrade Phase 2 (2008-2011) publication.
. . NULL Paper was not in the database as of the last publication
uirements for the PDG Computing Upgrade P Paper was in the database as of the last publication.
.
. ments and Design decisions STATUS CHAR | Foreign key to STATUS table. Code for status of the task.
O ASSIGN_STATUS CHAR 2 Indicates several states that a paper can be in, in the case of
L} ronment overseeing and encoding
. various technologies we're using or planning to use for the upgrade 1] Paper is unassigned.
. opment Database (pdgdey) UE There is an unassigned encoder but an assigned over-
. duct Ordering System seer.
. uo There is an unassigned overseer bul an assigned en-
o coder.
. A Both the encoder and overseer have heen assigned.
. & FINDER CHAR 10 The name of the physicist who performed the first literature
= DatabaseMigration search.
* Setup of new PDG servers
0 S erlolEen Es ENCODER CHAR 10 ehe name of the team associated with the encoder. There can
. be single person teams.
. OVERSEER CHAR 10 The name of the team associated with the overseer.
. i COORDINATOR CHAR 10 The name of the team associated with the coordinator.
Information on the Phase 1 PDG Computing System SE— — - - - —
DATE_ENTERED DATE The date and time when this encoding was originally entered
o Slides from the Phase 2 KickOff Meeting on 6/19/2008: These slides give an overview of the Particle Data Group, the (which is the default).
i) EEmAC Ef7eseim et D Rt ST e, € pIEE P i 8 GAln (g EEs STATUS_DATE DATE The date and time on which STATUS was last changed.
» Database schema
» Latest version of currrent interfaces (the links below refer to test instances, not to the production system): NOTE CHAR 1] A comment
/ 0 gov/| ast-viewer -
o hilps/ U"bl'ﬂv,mm'ﬂ 7y = B Uiy ENCODERIDS INT It was determined that this could not be used for v0.
B govirpptest-aditor - Editor interface
frpptes -- Encader interface OVERSEERIDY INT It was determined that this could not be used for v0.
O QU EET RO I T L ERCE R T VTR (R, FUICE (LY COORDINATOR_ID INT It was determined that this could not be used for vi.
Reviews of PDG Computing
« 91772010 - DOE Review of PDG Computing Upgrade (Internal page for this review)
e 5/28/2003 - DOE Review of LBML Physics Division - see PDG session in track 4, session D on Thursday marning IE
= QMIOANR NOE Devino in "‘\'r\r\.ll\l-\-\.-\\'\ Camnrahaneivn raview nf DN 0 NNE Thaen slidae nnntain an in donth L% August 4, 2010
@ < # FoxyProxy: Disablsd @ & Open Notebook [| &' @ ) )
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PDG Current Status of Key Tasks %
‘

 Initial design and planning ¢
« System architecture
« Database abstraction layer ¢/
 Encoder interface and literature search interface
- Database viewer
- Data analysis environment
* Review interface
* Other system tasks
— Refactor existing auxiliary programs ¢’
— Status monitoring
— System monitoring

— Verifier interface

— Editor interface

— Ordering system

— Institution data entry

« Final acceptance test

LAWRENCE BERKELEY NATIONAL LABORATORY
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g oA s  Current Status of Key Tasks ceeceed] i

 Initial design and planning ¢

« System architecture

« Database abstraction layer ¢/

 Encoder interface and literature search interface

- Databas| « All difficult parts posing potential risk to
- Data ang the project are implemented

* Review il * The encoder interface is by far the most
« Other syl complex and difficult application to
_ Refac{ 1mplement

— Status * The encoder interface includes the building
— Systerl blocks needed for the other applications
_ Verifid (e.g. macro processing, math display, etc)

— Editor| * Therefore, building the remaining
— Orderii applications will be relatively fast

— Institution data entry

* Final acceptance test

LAWRENCE BERKELEY NATIONAL LABORATOR Y
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uture Plan - Summa
Y

ID Task Name Duration Start Finish 010 Qtr 1, 2011 Qtr 2, 2011 Qtr 3, 2011 Qtr 4, 2011
o Aug | Sep | Oct | Nov | Dec | Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep

1 Consolidation 182 days? Mon 920/10  Tue 5/31/11 e 0

13 i f i

14 Encoder interface 68 days? Mon 10/18/10 Wed 1/19/11 —

20 . . .

23 APl extensions 188 days? Mon 102510 Wed 7/13/11 SE e

2 5 5 5

28 Database viewer (pdgLive) 68 days? Thu1/20/11  Mon 4/25/11 . - i

33 E : l :

34 Review interface 68 days?  Tue #26/11  Thu7/28/11 3 : .

40 : : f

41 Verifier interface 55days? Mon 3/21/11 Fri 6/3/11 i - i

47 E E E

48 Editor interface 54 days? Mon 6/6/11  Thu 8/18/11 i .

53 | : |

54 |FEq Reporting / Monitoring 102 days? Mon 10/25/10  Tue 3/15/11 *

61 U '

62 Ordering system (including user preferel 61days?  Tue 10/510 Tue 12/28/10 —

71

72 Data analysis environment 57 days? Tue 122810 Wed 3/16/11

77

78

79 Fortran program migration (partial) 84 days?  Thu 3/17/11 Tue 7/12/11

81

g2 |Fd Admin tools 146 days? Mon 1/3/11  Mon 7/25/11

88 o ; ' .

89 Institution database interface 17 days? Mon7/25111  Tue 8/16/11 : . . ] B

Project completion expected mid August 2011
*Leaves 1.5 months of contingency until end of FY11

LAWRENCE BERKELEY NATIONAL LABORATORY
PDG Computing Review, September 17, 2010 Juerg Beringer (LBNL), Page 24




- ]

uture Plan - Details
. m—

ID  |Task Name Duration Finish 010 Qtr 1, 2011 Qtr 2, 2011 Qtr 3, 2011 Qtr 4, 2011 Qtr 1, 2012
Aug [ Sep | Oct [ Nov [ Dec | Jan [Feb [ Mar [ Apr [ May [ Jun JuIIAua|S§p OcthovIDec_

1 |Consolidation 182 days?  Tue 5/31/11 0 0 0
2 CVS to SVN migration 10 days? Fri1/1/10 5 Juerg Berlnger[so%] Chuck McParIand[SD%"] Sarah Poon[s&%] David Fiobenson[so%] Piotr Zyla[so%]
3 pdg1 migration 5 days? Fri10/810 E% Juerg Berlnger[so%] SysAdmin,Piotr Zyla[so%]

4 Configuration improvement 2 days? Tue 92110 | Chuck McParIand[SO‘:r‘] Sarah Poon[so%] Dawd Robertson[so%]

5 Start user manuals 4days?  Thu 92310 7} JUErg Beringer[50%] :

6 Set up bug tracking 2days  Mon 9/2710 g ‘Juerg Berlnger[SU%] !

7 Preferences (AP, user preferences for 10 days? Fri 10/1510 : . Sarah Poon, Chuck McParIand[SD%] y

8 Database update opportunity 1 2days| Mon 10/18/10 T .7 Chuck McParland[50%],David Robertson,Sarah Poon

9 Database update opportunity 2 2days Tue 11/3010 : : I Chuck McParland[50%], David Robertson, Sarah Poon

10 Database update opportunity 3 2 days Tue 2/1111 : 1 Chuck McParland[50%],David Robertson,Sarah Poon

11 Database update opportunity 4 2 days Tue 4/511 ] Chuck McParIand[so%] David Fiohertson Sarah Poon

12 Database update opportunity 5 2 days Tue 5/3111 ] Chuck McParland[50%)], Dawd Robertson,Sar
13

14 |Encoder interface 68 days? Wed 1/19/11

15 Generalize code into API 15 days? Fri 11/510 Sarah Poon[SG%] Chuck McParIand[SO%]

16 Assignment tool 10days?  Fri 11/19/10 =E§iarah Poon !

17 Literature search interface 10days?  Tue 12/710 g

18 Entering correlation coefficients 5days? Tue12/1410 !

19 User testing and bug fixes 20 days Tue 11111
20 Documentatation 5 days? Tue 1/1811
21 Final testing and signoff 1day? Wed1/19/11
22
23 |APl extensions 188 days?| Wed7/13/11 .
24 TeX version of macro processing 30 days? Tue 127710 rland[50%] '
25 Document model 30days?  Tue 1/18/11 huck McParland[50%]
28 Extensions as needed by interfaces 120 days? Wed 7/13/11 =.=.= Chuck McParIand[SD%]
27
28 |Database viewer (pdgLive) 68 days? Mon 4/25/11
29 Implementation 50 days? Fri 411111 . ' '

30 User testing and bug fixes 10 days Fri 4/15111 . . . . Sarah Poon[SU%] Juerg Berlnger[SU%]

<] Documentation 5 days? Fri 4/22/111 . : : '

32 Final testing and signoff 1day?  Mon 4/25/11 uerg Berlnger[ﬁﬂ“fa],Plotr Zy Ia[so%]

33 ! '

34 |Review interface 68 days?  Thu7/28/11 A ; q 3

35 Requirements specification 10 days? Mon 5/9/11 Juerg Berlnger[so%]

36 Implementation 30days? Wed8/29/11 o : =% .Sarah Poon,David Robertson

37 User testing and bug fixes 10days? Wed 7/20/11 o : E @ Sarah Poon,David Robertson

38 Documentation 5days? Wed 7/27/11 M : | i%YSarah Poon |

39 Final testing and signoff 1day?  Thu7/28/11 Juerg Berlnger[so%] Piotr Zyla[s

eaassssssssssssssmmm | AWRENCE BERKELEY NATIONAL LABORATORY
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ID  [Task Name Duration Finish 010 Qtr 1, 2011 Qir 2, 2011 Qtr 3, 2011 Qtr 4, 2011 Qtr 1, 2012
= Aug | Sep | Oct | Nov | Dec | Jan | Feb | Mar | Apr | May | Jun | Jul | Aug | Sep | Oct | Nov | Dec
41 |Verifier interface 55 days? Fri 6/3/11 :
42 Requirements specification ddays? Wed3/23/11 %]
43 Implementation 20days?  Thu5/26/11 Sdrah Poon
44 User testing and bug fixes 2 days? Wed 6/1/11 arah Poon
45 Documentation 1 day? Thu 6/2/11 rah Poon
46 Final testing and signoff 1 day? Fri 6/311 uerg Bennger[so%] Plotr Zyla[sm’ ]
47
48 |Editor interface 54 days?  Thu 81811
49 Implementation / customization of existi 30 days? Wed 7/20/11 = @ Sarah Poon -
50 User testing and bug fixes 10days? Wed&/10/11 X @@ Sarah Poon
51 Documentation 5days? Wed8/17/11 Sarah Pc_.'ron !
52 Final testing and signoff 1day?  Thu8&/18/11 1 Juerg Beringer[50%],Piotr Z |
53 . .
54 J|Reporting / Monitoring 102 days?  Tue 31511 *
55 Requirements specification 3days? Wed 10/27/10 Juerg Berlnger[SO%]
56 Knowledge transfer 10 days? Fri 1/14/11 % e et h.'luerg Berlnger[so%] Sarah Poon[50°,lr‘o]
57 Implementation 30 days? Wed 3/2/11 Juerg Beringer[50%]
58 User testing and bug fixes 3 days? Mon 3/7/11 Juerg Beringer[50%]
59 Documentation 5days?  Mon 3/14/11 Juérg Beringer[50%]
60 Final testing and signoff 1day?  Tue3/15/11 I Julerg Beringer[so"fa],F'ilotr Zyla[50%]
61 = =
62 |Ordering system (including user preferel 61 days? Tue 12/28/10 —
63 Update to VO APl and database schem  10days? Mon 10/18/10 ! David Robertson
64 User preferences implementation 10days?  Mon 11/1/10 Eﬁd RDbEI:ison
65 Interfacing to mailman and mailing list¢ 20days? Wed12/1/10 . David Robertson
66 Finish label printing Sdays? Wed12/810 Davlid Robertson
67 Finish ordering statistics 5days? Wed 12/15/10 David Robertson
68 User testing and bug fixes 5days? Wed 12/22/10 David Robertson
69 Documentation 3days? Mon 12/27/10 David Robertson
70 Final testing and signoff 1day? Tue12/2810 “Juerg Beringer[SWa],Piotr Zyla[50%)]
o . k
72 |Data analysis environment 57 days? Wed 3/16/11 - 0
73 Extend functionality 30days?  Wed 2/9/11 G @ David Robertson
74 User testing and bug fixes 10days? Wed 2/23/11 : ;
75 Documentation 10 days? Wed 3/9/11
Final testing and signoff 2days? Wed3/16/11

LABORATORY I
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2 PDG- E . - A
uture Plan - Details
. —

ID  [Task Name Duration Finish 010 Qtr 1, 2011 Qtr 2, 2011 Qtr 3, 2011 Qtr 4, 2011 Qtr 1, 2012
Aug [ Sep | Oct [ Nov [ Dec | Jan [Feb [ Mar | Apr | May [ Jun | Jul [ Aug [ Sep [ Oct [ Nov | Dec ||

79 |Fortran program migration (partial) 84 days?  Tue 71211 0 0 0 - : : 0

80 Migration of some of the Fortran progra 59 days?  Tue 7/12/11 T@ .6, s G Juerg Beringer[50%],Orin Dahl[50%]

81 8 g : : : :

82 |Admin tools 146 days? Mon 7/25/11 . '

83 Requirements specification 3days?  Wed 1/5/11 o ' inger[50%] ;

84 Implementation 40 days? Fri 5/6/11 — David Robertson :

85 User testing and bug fixes 10 days? Fri7/8/11 : . . ! @. .7, , iDavid Robertson;

86 Documentation 5 days? Fri 7/22/111 ' ‘? David Robertson |

a7 Final testing and signoff 1day?  Mon 7/25/11 Juerg Beringer[50%],Piotr Zyla[5

88 ' !

89 [Institution database interface 17 days?  Tue 8/16/11 =y :

90 Implementation 10 days? Fri 8/5/11 o : 5 5 David Robertson

91 User testing and bug fixes 5 days? Fri 8/12/11 A : : 3 . David Robertson

92 Documentation 1day?  Mon 8/15/11 o : | | David Robertson ;

93 Final testing and signoff 1day?  Tue8/16/11 . . . . . Juerg Beringer[50%],Piotr Z |
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Bevond the Core Project cecccet] i
y j

 Immediate and primary goal of the PDG computing upgrade is
to ensure PDG can continue to function well

— This has absolute priority over any fancy extensions

 New computing system is also providing platform where
innovative new features can be implemented

- Several activities started in this context
— Collaboration with INSPIRE on cross-linking using PDG Identifiers
— Participation in HEP Information Resource Summits

— Accepted oral presentation at CHEP'2010
« Will be an important forum to get user input

— Brain-storming about new features (pdgLive on smart phones,
opening PDG platform to support averaging groups, user tagging,
programmatic user access to PDG database, ...)
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EAPDG Conclusions recees]

« With the VO Release the backbone of the upgraded PDG
computing system has been completed and successfully
deployed into PDG production

— The primary challenges of the project have all been successfully
addressed

— First release of a modern, extendable and maintainable PDG system

« All technologies for the remaining parts of the system are
already working in the V0 system, and the main building blocks
needed for the remaining applications are available and
working in the encoder interface

 The remainder of the project will be primarily devoted to the
implementation of the remaining user interfaces

 We foresee a successful completion of the project on time and
on budget around mid-August 2011

— 1.5 months of contingency until end of FY11
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particle data group
'

Backup Slides
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¥®€2  PDG Work — 2 Year Cycle

particle data group

i BERKELEY LAB

ID | Task Name Start Finish o|N|D2_|0E|JE|]=|M|A|M|J|J|A|5|0|N|D QJU]?ZIMIAIMIJIJIAISIOIN
1 Literature search 2009 Wead 10/1/08 Thu 1/15/09 f H
2 Data Listings 2009 Fri 10/24/08 Wed 4/1/09
3 | Summary Tables 2008 Thu4/208  Wed 4/15/08 Eartial llpd ates
4 Verification of Listings 2009 Thu 4/2/08 Fri 52909 H
5 Preparation by editor (Listings 2009) Maon &/1/08 Wed 7/1/08 ' (Web OHIY)
B Web publication (2009 edition) Wed 7/1/09 Wed 7/1/09
7 pdgLive update (2009 edition) Wed 7/1/00 Wed 7/1/09
g
9 Review preparation Wead 10/1/08 Man 8/31/09
10 Review refereaing Tue X¥1/09 Wed 9/30/09
11 Preparation by editor (reviews) Thu 1¢71/09  Mon 11/30/09
12 Web update of reviews (2009 edition) Maon 11/30009 1 Mon 11/30/09
13
14 Preparation of data driven reviews Thu 10/1/09 Tue 12/1/09
15 Refereeing of data driven reviews Wed 12/2/08 Fri 171510
16 Preparation by editor (data-driven reviews) Mon 1718410 Fri 1/2910
17
18 Literature search 2010 Maon B/3/09 Fri1/1510
19 | Data Listings 2010 Tue 91509 Thu 4/1/10 L
20 Summary Tables 2010 Fri4/2(10 Thu 41510
21 Verification of Listings 2010 Fri 4/210 Man S/31/10
22 Preparation by editor (Listings 2010) Tue &1/10 Thu 7/8/10 HE H
23 Book manuscript to publisher (2010 edition) Thu 7/810 Thu 7/8/10 78
24 Preparation by editor (web, pdglLive) Fri 7/8/10 Wed 7/28/10 P l'illtEd /
25 Web publication (2010 edition) Wed 7/28/10 Wed7/28/10 H e 0 i 708
26 | pdgLive update (2010 edition) Wed 7/28/10  Wed 7/28/10 edltlon 728
27 Preparation by editor (Booklet 2010) Thu 772910 Maon 2/20/10 (also Web)
28 | Booklet publication (2010 edition) Man 9200110 Man 9520010 P ’ /20
29 H ;
30 Administrative work Wed 10/1/08 Thu S/30/10 : : S
Task |:| Milestone ’ External Tasks |:|
Bgl:c_}_hiqgg?]g\“‘ Split o e, summary PN  cctemal Miestone @
Progress IS Project Summary WPEEEEEEENNS  peadine :
Page 1
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W PDG Source Code Size ceeee]

particle data group

To give an approximate measure of the size of the source code
developed, here are some numbers of lines of source code:

- Java API 75k
— Related to database (of which 38k generated) 44k
— Related to macro processing 22k
— Related to unit tests 9k
« Encoder interface 16k
— Java 8k
— CSS 2k
— HTML, JSP, JavaScript 6k
 Python API 1k
« Migration scripts (SQL, some Python) 3k

* Legacy Fortran programs (incl. 45K comment lines) 110k
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