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Introduction

● “PDG Computing” refers to the infrastructure needed to support the full 
process leading to the publication of the Review of Particle Physics

– In addition, must support diary production, ordering system, high-volume 
reliable web server w/mirrors, outreach activities (ATLAS, Particle Adventure, 
etc), institutional contacts database, reporting, statistics, monitoring ...

● Old computing system originated in early 1980s and was running on old 
hardware (without replacement system) and obsolete software

● Several upgrade attempts since mid 1990s did not converge

● LBNL-internal review in 2003 suggested giving highest priority to the 
completion of the “RPPs 1.5” prototype and let people work with it

– In spite of concerns about some technology choices and maintainability

– Upgrade will need to continue (with emphasis on long-term maintainability)

● Urgency of completing at least a partial upgrade increasingly evident in 2004
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Upgrade Plan in 2004

● Obviously lacking sufficient resources to carry out a full upgrade on a short 
time-scale, we decided in 2004 on a pragmatic (albeit not ideal) 
approach that would ensure our ability to continue producing the RPP

● Defined 3 phases of the upgrade:

– Phase 1: Switch to partially upgraded system in time for RPP 2006 production

● Switch to modern hardware (Linux servers)

● Reimplementation of existing Oracle/FORMS editor interface

● If feasible, provide database viewer and initial version of encoder interface

– Phase 2: Improve partially upgraded system in an incremental fashion

● Address technology choices, long-term maintainability, and documentation

● Improve or replace existing interfaces as necessary

● Add new tools (e.g. for handling of Reviews)

– Phase 3 (if deemed necessary): Completely redesign database structure

● Appears to be not necessary
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Status Today

● Phase 1 is essentially complete

– Switched RPP data entry and production to the new system on 9/13/2005 ...

– ... and RPP 2006 was produced completely with the new system!

– pdgLive – a database viewer with the full core functionaliy – became 
available at the same time as the  “traditional” 2006 web edition

– An advanced prototype of the encoder interface has been tested by selected 
PDG persons but remains to be debugged completely before being put into 
production

● Phase 2: Planning and
cost estimate are in 
progress
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Recent Contributors to PDG Computing Upgrade

● From COMPAS group, IHEP Protvino:

– Kirill Lugovsky (web interfaces)

– Slava Lugovsky (web interfaces)

– Vitaly Lugovsky (core libraries, database, left in 2004)

– Lyudmila Lugovskaya (documentation, left in 2004)

– Vladimir Ezhela (group leader, retired)

– Oleg Zenin (group leader, new)

● From LBNL:

– Juerg Beringer (project leader, since March 2004)

– Orin Dahl (auxiliary programs, Oracle/FORMS related work, retired)

– Piotr Zyla (daily operation, production tasks, editor interface)

These are all part-
time contributors, 
mostly at the 10%
to 70% level



Juerg Beringer, Lawrence Berkeley National Laboratory PDG Collaboration Meeting, 9/22/06, Page 6

High-Level Architecture of Upgraded System
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Implementation
● 2 Linux servers (dual-CPU, 2GB RAM each, total 1 TB RAID disk)

● PostgreSQL – mature relational database

– Interfaced through JDBC

– Could easily switch to MySQL or Oracle

● Kawa 1.7 – Java based Scheme (Lisp) system

● BRL 2.2.1 – system to embed dynamic content into web pages

– Similar in spirit to JSP, but uses the Scheme language instead of Java

● Apache Tomcat – servlet container

– used to run BRL / Kawa within the web server

● Apache web server

● HTML and JavaScript

● Mimetex – standalone tool to generate gif images from TeX snippets
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Maintainability Concerns

● Primary issue is use of Kawa and BRL regarding

– Future support for these tools

– Suitability of Scheme/Lisp for complex web applications

● Kawa (http://www.gnu.org/software/kawa/)

– Actively maintained by author, small user community, active discussion lists

● BRL (http://brl.sourceforge.net)

– Based on Kawa, no significant development since 2003

● Possible alternative similar Scheme-based tools exist, e.g. Bigloo, SISC, 
and SISCweb, but none of them widely used

● Use of Scheme/Lisp for writing web applications rather exotic

● Present code has evolved over many iterations with changing requirements 
and designs, and needs to be refactored (independently of language choice)

http://www.gnu.org/software/kawa/
http://brl.sourceforge.net/
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Editor Interface

● An expert-only web-based GUI to edit the raw content of the PDG database

● Knows about connections between tables and constraints on input values
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1. Search for a publication

2. Choose desired entry

3. Display and edit measurements
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Status of Editor Interface

● Completed in time for RPP 2006

● Full replacement of previous
Oracle/FORMS interface
with several
improvements:

– Database transaction
logger with “undo”

– Improved access to
tree table

– Easily customizable to
support new database
tables

● Sufficient for short-term

● Maintenance issues
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Database Viewer (pdgLive)

● A web application to 
browse the contents of 
the PDG database

● Used for pdgLive, our 
public interface: 
http://pdgLive.lbl.gov

– See demonstration

● Beta version of pdgLive 
announced publicly 
7/18/2006

● Used internally to view  
master database

● Why “beta”? Mainly 
maintenance concerns

http://pdgLive.lbl.gov/
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What Users Told Us About pdgLive

● “This is one of the nicest, clearest, and most useful Web pages in HEP. 
Superb job.”

● “PDG Live is absolutely wonderful. ... Plus, it's really beautiful and lots of 
fun. I'm so excited I can't even tell you.”

● “Bravo! This is the way I always hoped to browse PDG on the web!”

● “Question: What size army of graduate students was utilised to get pdglive 
accomplished?”

● ...

● Suggestions:

– Add links to all reviews (not only the mini-reviews in the Listings)

– Make decay products link to the corresponding particles

● No bugs reported so far ...
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Encoder Interface

● Encoder interface is a web-based application that allows

– Encoders to enter new measurements

– Overseers to check, edit and sign off on new entries, fits and averages

– Editor to check, edit and sign off on new entries

● Encoders can enter (most) encodings entirely themselves

– Task oriented system guides user and knows what pieces of information need 
to be entered and how to store them into the underlying database

– Immediate feedback on how it will look in the Listings

– Allows editor to concentrate on his main tasks

● Simplifies encoding process by managing flow of information between 
encoders/overseers/coordinators/editor and (eventually) verifiers

● Make precise reports about actual status of encoding possible
● Special tools for meson team
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Status of Encoder Interface
● Prototype with major features available and awaits final debugging 

– Already went through several rounds of user testing (and improvements)

– Completing debugging/testing is main goal of this visit of Kirill and Slava

– Hope to start using encoder interface in production system for a few select 
users before the end of this year

● Restrictions in the present version (ie things that must be done by editor)

– Cannot create arbitrary new nodes (can create new nodes for branching ratios)

– Cannot add new particles

– Cannot change which nodes are used in fits

– Deliberately do not allow some operations (delete, certain changes to tree)

● Main concerns:

– Potential concurrency issues

– Long-term maintainability
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● For example: system
monitoring

Many Other Improvements from Phase 1
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A Few Lessons from Phase 1

● High-level design achieved desired isolation of components, greatly 
simplifying development and deployment

● The time Piotr (testing) and myself (project management, architectural 
work, testing) can spend on the upgrade is one of the key limiting factors

– Led to postponing final debugging and deployment of encoder interface

– In 2004/5 I spent far more time on PDG computing than allocated

● Cannot be repeated - significant slowdown of progress this year

● While we did succeed in completing production-quality applications in 
spite of exotic programming language, ...

● Experience of debugging clearly demonstrates that rewriting of existing 
code base is unavoidable in the long term

● At database level, primarily need a better separation between scientific 
content and output format (need to define a meta-language)
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So What's Next?

● Completion of phase 1 eliminates risk from possible failure of old system

● But it is only the first step:

– We do not yet have a system that will be maintainable in the long term

– Present system does not address the full functionality

● No support for handling reviews, verification process, several other issues

● Extensive full-day review by LBNL Physics Division on December 6, 2005

– Reviewers agreed with our assessment regarding long-term maintainability

– Recommended replacing tools from phase 1 with new applications developed 
using industry standard tools and practices, based on proper requirements and 
design studies for each key component

● Preliminary project estimate by LBNL IT Division (Jeff Willer) gives cost of 
about $45k for completing analysis, functional review, and proper cost estimate

– Recognized the need for substantial additional resources
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Planning for Phase 2

● High-level requirements need to include everything we'll ultimately need

● In addition to the primary applications (editor and encoder interface, 
auxiliary programs, database viewer/pdgLive), will ultimately need at least:

 

- Review author interface - System monitoring
- Interface for updating institution database - Status reporting
- Mailing system - User profile management
- Product ordering system

● Taking into account dependencies among components, required effort 
and expected benefits, developed a preliminary roadmap for phase 2 

– Roadmap document describes high-level requirements, milestones and 
tentative target dates for phase 2

– Actual progress of phase 2 will depend greatly on when and how much 
additional resources will become available

● Need to keep producing the book in parallel to work on computing upgrade!
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Milestones and Tentative Schedule
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Conclusions
● Completion of all essential parts (and more!) of phase 1 in time for 

production of RPP 2006 with the upgraded system is a major success

● Existing system plus soon to-be-debugged encoder interface is expected to 
be sufficient for us to function until upgrade will be complete

● Main purpose of phase 2 is to arrive at a computing system that

– Will be maintainable in the long term (10 years), is based on sound 
technology choices and is well documented

– Provides at least the same essential functionality available now in the editor 
interface, pdgLive and prototype encoder interface, but will hopefully be 
complemented by additional new applications helping us to streamline the 
book production and work more efficiently

● Carrying out phase 2 will require a significant effort (4 FTE-years?) 
that will only be possible through additional resources

– Roadmap document provides high-level requirements and tentative milestones

– Actively working on obtaining additional resources
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Demonstration of Encoder Interface
● Will encode the following paper:
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Encoding (Old Style)
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