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### 41.1 Introduction

This chapter gives an overview of the core concepts of machine learning that are relevant to particle physics with some examples of applications to the energy, intensity, cosmic, and accelerator frontiers. Machine learning (ML) is an enormous field that has grown substantially in the last decade, propelled largely by the emergence of so-called deep learning (DL) [1, 2]. ML has a long history in particle physics going back to the late 1980s and early 1990s, see Refs. [3-5] for recent reviews.

Physicists are exploring and contributing to machine learning at an unprecedented rate, which poses a challenge for those that wish to have an up-to-date view of the field. This motivated an effort to create A Living Review of Machine Learning for Particle and Nuclear Physics [6], which can be downloaded here: https://github.com/iml-wg/HEPML-LivingReview. As of the time of this writing, the Living Review includes over 500 references organized hierarchically by topic. While we make references to some of these papers, this chapter focuses on the methodology and does not attempt to give a comprehensive review of the applications.

Despite the connotations of machine learning and artificial intelligence as a mysterious and radical departure from traditional approaches, we stress that machine learning has a mathematical formulation that is closely tied to statistics, the calculus of variations, approximation theory, and optimal control theory.

The topic can be organized along a few axes, which we use to organize this section. First, there are different learning paradigms, for example supervised learning, unsupervised learning, and reinforcement learning. We focus on the first two in this review, since reinforcement learning is less commonly used in particle physics. Within these paradigms there are various tasks; for example, classification and regression - which have been the primary use of ML in particle physics - are examples of supervised learning. In addition to the learning paradigm and tasks, there are various types of machine learning models that generically process some input and produce some output. The types of models vary based on what it is they are modelling (e.g. so-called discriminative vs. generative models), as well as the way that they are implemented (e.g. neural networks, decision trees, and kernel machines). Next, there are the issues around training or learning within the context of a given task and model class, which connects to optimization and regularization. We will briefly discuss the various considerations that emerge in the application of machine learning methods to physics, such as the treatment of systematic uncertainty, the interpretability of the models, the incorporation of symmetry, etc..

### 41.1.1 A gentle introduction with a representative example

We will use a specific, familiar example to introduce the various ingredients in context before factorizing and abstracting them. Consider the task of classifying energy deposits in a particle detector as electrons or protons. For this example, let the detector data consist of energy deposits in $d$ sensors so that the data can be represented as feature vector $x \in \mathbb{R}^{d}$. Different components of $x$ may have different units (e.g. units of energy, momentum, position etc.). Due to the complex interactions of particles in the detector, we do not have an explicit probability model for the highdimensional data for the electron and proton scenarios, but we do have a simulator that allows us to generate Monte Carlo samples for each. This allows us to assemble a training dataset $\left\{x_{i}, y_{i}\right\}_{i=1, \ldots, n}$, where $y$ is used as a label to identify how the example was generated (e.g. $y=0$ for electrons and $y=1$ for protons). We would like to find a function $f: x \rightarrow y$ that is able to accurately predict the label on new data. Because we have feature-label pairs, this is considered a supervised learning problem. We can use a neural network to provide a flexible family of functions $f_{\phi}: \mathbb{R}^{d} \rightarrow \mathbb{R}$, where $\phi$ denotes the internal parameters of the neural network (i.e. the weights and biases that we will discuss in Sec.41.5.3). The goal of the training procedure is to find the value of the parameters $\phi$
that provide the 'best' predictions, but since no model is perfect, we must be explicit about the tradeoffs. This is made concrete through a loss function $\mathcal{L}\left(f_{\phi}(x), y\right)$. For this example, instead of the obvious zero-one loss (which is 0 if $f_{\phi}(x)$ equals $y$ and 1 if they are not), we choose to use the squared-loss $\mathcal{L}_{\text {sq }}\left(f_{\phi}(x), y\right)=\left(y-f_{\phi}(x)\right)^{2}$ (which may seem ad hoc now, but will be motivated in Sec. 41.3.1.3). We can evaluate the average of the loss on the training set of size $n$, which is referred to as the emprical risk $\mathcal{R}_{\operatorname{emp}}\left(f_{\phi}\right)=\sum_{i=1}^{n} \mathcal{L}\left(f_{\phi}(x), y\right) / n$. Training refers to numerically minimizing the empirical risk (often referred to as the training loss through some abuse of terminology). We can numerically optimize the model through gradient descent, which iteratively adjusts the parameters of the network according to $\phi^{t+1}=\phi^{t}-\lambda \nabla_{\phi} \mathcal{R}_{\text {emp }}\left(f_{\phi}\right)$, where $\lambda$ is referred to as the learning rate. Once the optimization is complete and we obtain the solution $\hat{\phi}$, it is natural to assess the quality of the trained model $f_{\hat{\phi}}$ on an independent testing dataset. The empirical risk evaluated on the testing set is often larger than on the training set, and large differences indicate overfitting, which indicates that the model does not generalize well to the unseen data. The ability to accurately predict on unseen data is referred to as generalization and the empirical risk on the test data provides a measure of the generalization error. In order to reduce the generalization error one might explore different model choices (e.g. neural network architectures), additional regularization terms in the loss function, different learning rates, optimization algorithms, or early stopping criterion in the optimization. Once trained, the model can be applied to data. In order to produce a binary electron vs. proton decision from the continuous ouptut of the neural network, we must threshold (i.e. classify as proton if $f_{\hat{\phi}}(x)>k$ ). The choice of the threshold $k$ is often referred to as a working point and it sets the tradeoff between electron and proton efficiency, fake-rates, purity, etc. These familiar concepts in particle physics are usually referred to in different terms in machine learning and a receiver operating characteristic curve, or ROC curve, is used to summarize the tradeoff between true positive rate (TPR) and false positive rate (FPR). Importantly, the characterization of the efficiency / rejection (or equivalently the ROC curve) requires labeled data. In a particle physics context, it is recognized that the simulation is not perfect and the mismodelling is associated to the presence of systematic uncertainty. In machine learning, the discrepancy between the distribution of the training dataset and the distribution of the data that the model will be applied to in practice is referred to as domain shift or distribution shift. While mismodelling in the training dataset might lead to a less-than-optimal classifier in practice, the real source of systematic uncertainty comes from mismatch between the data used to characterize the performance of the classifier and the unlabeled data that the classifier is applied to. This motivates the use of data-driven methods to calibrate the resulting model.

This example provides a vertical slice through the various aspects of supervised machine learning in particle physics. Now we factorize and abstract the various ingredients in order to provide a more general treatment with a broader scope.

### 41.2 Fundamental concepts

### 41.2.1 Loss, risk, empirical risk

The term learning in machine learning generally refers to optimization of some objective, which can be thought of as maximizing utility or minimizing risk. The risk brings together three main ingredients. The first is the model family $\mathcal{F}$ (where $f \in \mathcal{F}$ is the quantity that we vary during optimization), the second is the loss function $\mathcal{L}$, and the third is a data distribution $p(u)$. The risk for a model $f \in \mathcal{F}$ is defined as its expected loss

$$
\begin{equation*}
\mathcal{R}[f]:=\mathbb{E}_{p(u)}[\mathcal{L}(u, f(u))] \equiv \int \mathcal{L}(u, f(u)) p(u) \mathrm{d} u \tag{41.1}
\end{equation*}
$$

where $\mathbb{E}_{p}[\cdot]$ refers to the expectation with respect to the distribution $p$. In the context of supervised learning, the distribution $p(u)$ describes a joint distribution over the features $x$ and the labels $y$
(i.e. $p(u)=p(x, y)$ ), the model only depends on the features $f(u)=f(x)$, and the loss function takes on the special form $\mathcal{L}(u, f(u))=\mathcal{L}(y, f(x))$. In the context of unsupervised learning there are no labels, and $u=x$. Written this way, the risk is a functional, and the idealized goal for machine learning is to solve the optimization problem

$$
\begin{equation*}
f^{*}=\arg \min _{f \in \mathcal{F}} \mathcal{R}[f] \tag{41.2}
\end{equation*}
$$

where $\mathcal{F}$ would include all possible functions.
One of the defining characteristics of machine learning in practice is that one does not know the data distribution $p(u)$, but does have access to samples from that distribution, i.e. $\left\{u_{i}\right\}_{i=1, \ldots, n}$ with $u_{i} \stackrel{i . i . d .}{\sim} p(u)$. This leads to the corresponding empirical risk

$$
\begin{equation*}
\mathcal{R}_{\mathrm{emp}}[f]:=\mathbb{E}_{\hat{p}(u)}[\mathcal{L}(u, f(u))] \equiv \frac{1}{n} \sum_{i=1}^{n} \mathcal{L}\left(u_{i}, f\left(u_{i}\right)\right) \tag{41.3}
\end{equation*}
$$

where $\hat{p}(u)=\frac{1}{n} \sum_{i=1}^{n} \delta\left(u-u_{i}\right)$ is referred to as the empirical distribution of the dataset $\left\{u_{i}\right\}_{i=1, \ldots, n}$. The empirical risk minimization principle is a core idea in statistical learning theory [7], which approximates $f^{*}$ with its empirical analogue

$$
\begin{equation*}
\hat{f}=\arg \min _{f \in \hat{\mathcal{F}}} \mathcal{R}_{\mathrm{emp}}[f] \tag{41.4}
\end{equation*}
$$

where $\hat{\mathcal{F}}$ are all possible functions parametrized by the model parameters $\phi$. In an idealized infinite parameter limit machine learning functions, such as neural networks, are universal approximators, such that they cover all functions and $\mathcal{F}=\hat{\mathcal{F}}$. For finite size networks this may or may not be a valid assumption. Expressivity of the network characterizes this universality property and is a function of the network architecture and its parameters such as width and depth of neural network layers. If the expressivity is too small it leads to underfitting. However, an equally important consideration is the risk of overfitting if we optimize equation 41.4 for too long.

While the loss function may quantify some well-motivated notion of (negative) utility, it is also common to design loss functions so that $f^{*}$ has some desired property. While in practice one does not know the data distribution $p(u)$, it is constructive to imagine that one does and analyze Eq. 41.2 with the calculus of variations. In Secs. 41.3 we will consider several such loss functions where one can show that the corresponding $f^{*}$ has the desired property even if the form of the loss is not obvious from the point of view of utility. Furthermore, there are often multiple loss functions that can lead to the same $f^{*}$. Then one can think of machine learning as applied calculus of variations where one solves Eq. 41.4 with a sufficiently flexible model, powerful optimization algorithms, and practical considerations to break the degeneracy between different loss functions that lead to the same $f^{*}$.

### 41.2.2 Generalization

With a sufficiently flexible model, it is possible to fit the training dataset very well, though the model might not generalize well to unseen data due to overfitting. More concretely, for a nonnegative loss function one might have $\mathcal{R}_{\text {emp }}[\hat{f}] \rightarrow 0$, while the true risk might be large $(\mathcal{R}[\hat{f}] \gg 0)$. The gap between the $\mathcal{R}[\hat{f}]-\mathcal{R}_{\text {emp }}[\hat{f}]$ is typically referred to as the excess risk ${ }^{1}$. While it is generally not possible to evaluate $\mathcal{R}[\hat{f}]$ exactly because we do not know $p(u)$, we can use an independent testing dataset (also called validation dataset) to obtain an unbiased estimate of it. This crossvalidation method motivates the test - train split of the data.

[^0]Intuitively, a model with many parameters has more flexibility and is more prone to overfitting. A common and intuitive heuristic is that one should not fit a model with more parameters than there are data points. However, a more careful treatment reveals that this heuristic can be both pessimistic and optimistic. For example, the single-parameter model $f_{\phi}(x)=\operatorname{sign}(\sin (\phi x))$ can perfectly classify any assignment of labels on data $\left(x_{i}, y_{i}\right)$ with $x \in \mathbb{R}$ and $y \in\{-1,1\}$ and generalize poorly. Conversely, sometimes highly over-parameterized models (that have large subspaces of their parameters where $\mathcal{R}_{\text {emp }}\left[\hat{f}_{\phi}\right] \rightarrow 0$ ) might generalize well $[8,9]$. Often this is achieved through regularization, both explicit and implicit (section 41.3.1.2).

Structural risk minimization is a modification to the empirical risk minimization principle that was introduced by Vapnik and Chervonenkis to account for the potential for overfitting [7]. However, the bounds are based on a worst-case type analysis and are often very weak. Recall that while one cannot calculate the true risk, one can obtain an unbiased estimate of it with a held-out, independent testing sample. Thus one can empirically compare the generalization error of two models and find that one generalizes better than the other even if the bounds might suggest the opposite. One of the major conceptual shifts that happened with the rise of deep learning was to more fully appreciate that these bounds and structural risk minimization were not a good learning principle in practice and that more theoretical work is needed to close the gap between formal bounds and empirical estimates of generalization error.

### 41.3 Common tasks and their associated loss functions

We now move to common tasks encountered in machine learning and their associated loss functions.

### 41.3.1 Supervised learning

Supervised learning generally refers to the class of problems where the training dataset are presented as input-output pairs $\left\{x_{i}, y_{i}\right\}_{i=1, \ldots, n}$, where $x_{i} \in \mathcal{X}$ are the input features and $y_{i} \in \mathcal{Y}$ are the corresponding target labels. Furthermore, it is typically assumed that $\left(x_{i}, y_{i}\right) \stackrel{i . i . d .}{\sim} p(x, y)$, though $p(x, y)$ is usually not known explicitly. Finally, the loss function in supervised learning takes on the special form $\mathcal{L}(y, f(x))$. The resulting trained model is then used to predict the labels for dataset where labels are not available.

In what follows we will make use of the equalities $p(x, y)=p(x \mid y) p(y)=p(y \mid x) p(x)$ and Bayes theorem, which is discussed in Sec. 39.1. We will also use the notation $x \sim p(x)$ to indicate that the random variable $x$ is being drawn, sampled, or generated from the distribution $p(x)$.

### 41.3.1.1 Regression

The goal of regression is to predict a label $y \in \mathcal{Y}$ given an input feature vector $x \in \mathcal{X}$. Typically, the label is a real-valued scalar, but $\mathcal{X}$ can be $\mathbb{R}^{d}$ or some more structured target (e.g. an image, sequence, graph, quantile, or distribution). When $\mathcal{Y}$ is discrete, the task is usually referred to as classification; however, the two are closely related and logistic regression is an example where the model predicts a continuous probability associated to the possible label values. In elementary statistical language, the target label $y$ is often called a dependent variable, while the feature $x$ is called the independent variable. In classical statistics, one often assumes a model for the data such as

$$
\begin{equation*}
y_{i}=f_{\phi}\left(x_{i}\right)+e_{i} \tag{41.5}
\end{equation*}
$$

where $e_{i}$ is an additive error term that is often assumed to be independent of $x$ and often assumed to be normally distributed. This leads to classic approaches like least-squares (see Sec. 40.2.3), and when the model $f_{\phi}$ is linear in $\phi$ (not in $x!$ ) one has linear regression that has a closed-form solution. However, we can relax these assumptions and consider the general case of an arbitrary joint distribution $p(x, y)$, which can be written as $p(y \mid x) p(x)$ without loss of generality. Consider
the squared error as a loss function, which leads to the mean-squared error (MSE) for the empirical risk:

$$
\begin{equation*}
\mathcal{L}_{\mathrm{MSE}}(y, f(x))=(y-f(x))^{2} \tag{41.6}
\end{equation*}
$$

One might expect that the squared error would only be appropriate in the case that the conditional distribution $p(y \mid x)$ is normally distributed, but one can use the calculus of variations to show that in general

$$
\begin{equation*}
f_{\mathrm{MSE}}^{*}(x)=\mathbb{E}_{p(y \mid x)}[y], \tag{41.7}
\end{equation*}
$$

that is the optimal regressor for the MSE is the conditional expectation of $y$ given $x$.
One issue with the squared-error as a loss function is that it is sensitive to outliers. Alternatively, one can use the absolute error $|y-f(x)|$ as a loss function ${ }^{2}$. However, the discontinuous derivative of the absolute (L1) error leads to challenges in optimization. As a result there are various other loss functions, such as the Huber loss, that aim to be both robust and more amenable to optimization that we do not discuss here.

Note that these this framing of regression yields a function $f(x)$ that only provides a point estimate for $y$. An alternative approach to regression is to model the full conditional distribution $p(y \mid x)$. One such example is Gaussian Process regression, which is discussed in Sec. 41.5.1. In that probabilistic approach, one can still obtain a point estimator, such as the conditional expectation or the maximum a posteriori (MAP) estimator

$$
\begin{equation*}
f^{*}(x)=\arg \max _{y} p(y \mid x) \tag{41.8}
\end{equation*}
$$

and one can also derive uncertainty estimates on the predicted value $y$. In this setting, the prior distribution on the model family is closely related to the concept of regularization, which we touch on in Sec. in Sec. 41.3.1.2 and in Sec. 41.5.1.

When one directly models $p(y \mid x)$, or goes further to model the joint distribution $p(x, y)=$ $p(y \mid x) p(x)$, then one can use maximum likelihood for the loss function. In that approach, the problem is really one of density estimation, which is a type of unsupervised learning that we discuss in Sec. 41.3.2.1. These two approaches are a classic examples of two different approaches to modelling. Regression with $f_{\mathrm{MSE}}^{*}(x)$ is the prototypical example of descriminative modelling, while modelling the joint distribution is a prototypical example of generative modelling. Generally, discriminative approaches with supervised learning out perform generative approaches when there is sufficient data, but generative approaches can be beneficial in data-starved settings [10].

### 41.3.1.2 A note on regularization

The trained model $\hat{f}$, or equivalently, the parameters of the trained model $\hat{\phi}$ can be thought of as point estimates of $f^{*}$, and there is a correspondence to the issues of bias and variance discussed in Sec. 40.2 on parameter estimation. Generically, there is a bias-variance tradeoff, and when the number of parameters is large and the number of data points is not much larger, introducing a small bias can often lead to a significant reduction in variance. This motivates the explicit addition of a regularization term to the loss function, which will introduce some bias $f_{\text {reg }}^{*} \neq f^{*}$. A common form for of regularization is to penalize by the L 2 norm of the parameters (i.e. $\|\phi\|^{2}$ ), which is referred to as Tikhonov regularization. This appears in the form of penalized maximum likelihood, and it is also commonly used in unfolding [11]. One can also interpret the regularization term as an explicit prior on the parameters, and the resulting model as the Bayesian maximum a posteriori (MAP) estimator. When paired with linear regression this is known as ridge regression, and when

[^1]paired with kernel machines (see Sec. 41.5.1) this gives rise to kernel ridge regression or Gaussian process regression.

Another form of regularization is to restrict the model class $\hat{\mathcal{F}}$. For example, a neural network and a sequence of narrow step functions (delta functions) can both be shown to be universal approximators in infinite parameter size limit, but on real world examples the former generalizes much better than the latter. Within the class of neural network models, convolutional neural networks are a subset of generic feedforward neural networks that enforce translational symmetry (see Sec. 41.5.3.5 for more discussion). Similarly, one might restrict to Lipschitz continuous functions. These types of choices are often encoded in the architecture of a neural network and are broadly referred to as inductive bias in the model.

In addition to explicit regularization terms in the loss function or through restrictions to the model class, it is also possible to regularize implicitly. One implicit regularization is through early stopping $[11,12]$, where we monitor the loss on training dataset and the loss on test dataset. While the training dataset loss continues to decrease with more gradient descent cycles, the test loss may not, and early stopping stops the training when test loss flattens out or begins to increase. Another powerful form of regularization used in deep learning models is known as dropout [13], which randomly removes some some parts of the model during training and can be thought of as implementing a type of model averaging [14]. What is more surprising is that in the case of highly over-parameterized models where there is a large degenerate parameter space that achieves zero loss, $\Phi_{0}=\left\{\phi \mid \mathcal{R}_{\mathrm{emp}}\left[f_{\phi}\right]\right\}=0$, that the dynamics of the optimization algorithm that is used will break the degeneracy and favor some particular $\hat{\phi} \in \Phi_{0}$ as if an additional regularization term was secretly included. Despite zero loss and over-parametrization, the corresponding generalization error may be small, a phenomenon called benign overfitting [15]. Importantly, the dynamics of different optimization algorithms will have different implicit regularization effects, and thus favor different parameter points in $\Phi_{0}$ that will have different generalization error [16]. Understanding this interaction is a topic of contemporary research in machine learning [17].

### 41.3.1.3 Classification

The goal of classification is to predict one of a finite number of class labels $y \in \mathcal{Y}$ given an input feature vector $x \in \mathbb{X}$. It is similar to regression in this way, but the focus is on discrete target space $\mathcal{Y}$. An important special case is when the label can only take on one of two values (e.g. "signal" or "background"), which is referred to as binary classification and is equivalent to simple hypothesis testing in statistics. It is common for a classifier to be the composition of a model $g: \mathcal{X} \rightarrow \mathbb{R}^{|\mathcal{Y}|}$ that predicts continuous probabilities for each class (i.e. $g(x) \approx p(y \mid x)$ ) followed by an operation that then chooses the discrete label $y \in \mathcal{Y}$, such as a fixed threshold or $f(x)=\arg \max g(x) \approx \arg \max _{y} p(y \mid x)$. This is the case for both classical methods like logistic regression and modern, deep learning approaches to classification; therefore, we will use the term probabilistic classifier for $g(x)$ or just classifier when it is clear in context.

An intuitive loss function for classification is the zero-one loss, which simply counts the number of mis-classifications:

$$
\mathcal{L}_{0 / 1}(y, f(x))= \begin{cases}0, & \text { if } f(x)=y  \tag{41.9}\\ 1, & \text { otherwise }\end{cases}
$$

The zero-one loss can also be written as $\mathcal{L}_{0 / 1}(y, f(x))=\mathbf{1}(y \neq f(x))$, where $\mathbf{1}(\cdot)$ is the indicator function. The zero-one loss is non-differentiable, so it does not pair well with gradient-based optimization.

For binary classification, one can use $y=\{0,1\}$ as numerical values for the class labels and the mean-squared error $\mathcal{L}_{\text {MSE }}(y, f(x))$ in Eq. 41.6 for the loss function. The resulting model will
approximate $f_{\mathrm{MSE}}^{*}$, the conditional expectation of Eq. 41.7 takes on the form

$$
\begin{equation*}
f_{\mathrm{MSE}}^{*}(x)=\mathbb{E}_{p(y \mid x)}[y] \rightarrow p(y=1 \mid x)=\frac{p(x \mid y=1) p(y=1)}{p(x \mid y=0) p(y=0)+p(x \mid y=1) p(y=1)} \tag{41.10}
\end{equation*}
$$

That is the MSE loss for binary classification leads to the Bayesian posterior probability that the label $y=1$ given the feature vector $x$.

Equation 41.10 highlights an important general feature of supervised learning relevant for particle physics, which is that the joint distribution $p(x, y)$ of the training dataset implies a prior distribution $p(y)$ on the labels or classes. This prior distribution need not reflect a degree of belief or the frequency in real data, it represents the frequency in the training dataset. However, it is important to keep in mind that when applying the resulting model to a different dataset with the same conditional distribution (data likelihood) $p(x \mid y)$ for the features and a different prior $p^{\prime}(y)$ for the labels that the probabilistic interpretation of the result will not be properly calibrated. A common choice for binary classification is to use a balanced training dataset with $p(y=0)=p(y=1)=\frac{1}{2}$, while in many cases the true $p^{\prime}(y=1)$ in the experimental data might be very small (i.e. low signal-to-background), unknown, or zero (i.e. a hypothetical particle that does not exist).

If $p^{\prime}(y)$ and $p(y)$ are known then the Bayes theorem can be used to re-calibrate the posterior $p(y \mid x)$ from one prior to another. One example of such re-calibration is the correspondence of binary classification to simple hypothesis tests in frequentist statistics discussed in Sec. 40.3.1 of the Statistics chapter. In that setting, the Neyman-Pearson lemma states that the optimal classifier is given by the likelihood-ratio. Adapting to the notation of this chapter, we have

$$
\begin{equation*}
f_{\text {N.P. }}^{*}(x)=\frac{p(x \mid y=1)}{p(x \mid y=0)}, \tag{41.11}
\end{equation*}
$$

which does not depend on the prior probabilities $p^{\prime}(y=0)$ or $p^{\prime}(y=1)$ as in Eq. 41.10, or, equivalently, assumes equal priors $p^{\prime}(y=0)=p^{\prime}(y=1)$. From Bayes theorem, we have the identity $p(y=1 \mid x) / p(y=0 \mid x)=[p(x \mid y=1) p(y=1)] /[p(x \mid y=0) p(y=0)]$, which can be used to show that the two functions are related by a one-to-one, monotonic transformation

$$
\begin{equation*}
f_{\mathrm{N} . \mathrm{P} .}^{*}(x)=\frac{p(y=0)}{p(y=1)} \frac{f_{\mathrm{MSE}}^{*}(x)}{1-f_{\mathrm{MSE}}^{*}(x)}, \tag{41.12}
\end{equation*}
$$

which is referred to as the likelihood-ratio trick, which plays an important role in simulationbased inference (see Sec. 41.3.5). Importantly, the monotonic transformation does not impact the tradeoff of type-I and type-II error (or, equivalently, the FPR and TPR), therefore the ROC curve for $f_{\text {N.P. }}(x)$ and $f_{\text {MSE }}(x)$ are identical and do not depend on the prior probabilities $p(y)$. This property has been leveraged in the context of weakly supervised approaches [18] and enables one to train a classifier on data without access to labels as long as one has two datasets with different ratios $p(y=1) / p(y=0)$ and the same conditional distribution $p(x \mid y)$ of the features given the labels.

A generalization of the binary loss function for classification of Eq. 41.10, which applies to multiple classes, is the cross-entropy loss

$$
\begin{equation*}
\mathcal{L}_{\mathrm{xe}}(y, f(x))=-\sum_{c \in|\mathcal{Y}|} \mathbf{1}(y=c) \log \left(f_{c}(x)\right), \tag{41.13}
\end{equation*}
$$

where $f: \mathcal{X} \rightarrow \mathbb{R}^{|\mathcal{Y}|}$ and the indicator function picks out the term in the sum for the corresponding class label $y$. This loss can be derived from maximizing the posterior of Eq. 41.57 using a discrete set
of class labels $y$, which identifies $f_{c}(x)=\tilde{f}(y=c \mid x)=p(y=c \mid x)$ and thus enforces the constraint $\sum_{c} f_{c}(x)=1$ and $f_{c}(x) \geq 0$ (for all $x \in \mathcal{X}$, e.g. by using the softmax function). The notation is aligned with the interpretation of $\tilde{f}(y \mid x)$ as a conditional distribution, i.e. an approximation to the true posterior $p(y \mid x)$. The risk associated to the cross entropy loss function is

$$
\begin{equation*}
\mathcal{R}_{\mathrm{xe}}[f]=\mathbb{E}_{p(x, y)}\left[-\sum_{c \in|\mathcal{Y}|} \mathbf{1}(y=c) \log f_{c}(x)\right]=-\sum_{c \in|\mathcal{Y}|} p(y=c) \mathbb{E}_{p(x \mid y)}[\log \tilde{f}(y=c \mid x)] \tag{41.14}
\end{equation*}
$$

This is equivalent to $\mathcal{R}_{\mathrm{xe}}[f]=\mathbb{E}_{p(x)}[H[p(y \mid x), \tilde{f}(y \mid x)]]$, where $H[p, f]=\mathbb{E}_{p}[-\log f]$ is the crossentropy between the two distributions. One can use a Lagrange multiplier $\lambda$ to enforce the normalization constraint (e.g. equation 41.10) and the calculus of variations to show that

$$
\begin{equation*}
f_{\mathrm{x.e} ., c}^{*}(x)=\lambda p(x, y=c)=\lambda p(y=c \mid x) p(x)=p(y=c \mid x) \tag{41.15}
\end{equation*}
$$

This approach is closely related to the loss functions that are used for density estimation, the forward Kullback-Leibler (KL) divergence, and the maximum likelihood estimation. Minimizing cross entropy $H\left[p, f_{\phi}\right]$ with respect to $\phi$ is equivalent to minimizing the forward KL divergence

$$
\begin{equation*}
\left.K L\left(p \| f_{\phi}\right):=\mathbb{E}_{p}[\log p(x))-\log f_{\phi}\right]=H\left[p, f_{\phi}\right]-H[p] \tag{41.16}
\end{equation*}
$$

where $H[p]:=\int p(x) \log p(x) d x$ is the entropy and independent of $f_{\phi}$. The KL divergence $K L[p \| f] \geq$ 0 , and equal if and only if $p=f$.

One can also consider the reverse KL divergence $K L\left[f_{\phi} \| p\right]$, which is also minimized by $f_{\phi}=p$; however, this requires one to be able to generate samples $x_{i} \sim f_{\phi}(x)$ and be able to evaluate the probability density $p\left(x_{i}\right)$. Often this is not the case for real world data, but this approach is useful in the context of variational inference, where $f_{\phi}(x)$ is an approximation to the posterior of $x$, and $p(x)$ is the likelihood times the prior, which can be evaluated on samples $x_{i}$ drawn from $f_{\phi}$. Because likelihood times prior is not normalized this KL divergence optimizes the lower bound to the normalization (Evidence Lower Bound Objective or ELBO).

The forward KL is also closely related to the variational free energy principle in statistical mechanics where $H\left[f_{\phi}\right]$ represents the entropy of the variational distribution, $p(x) \propto \exp (-E(x) / k T)$ is the Boltzman factor for the state $x$ with energy $E(x)$, and $H\left[f_{\phi}, p\right]=\mathbb{E}_{f_{\phi}}[E(x)]$ represents the expected energy for the variational distribution. As is well known to physicists, minimizing the free energy involves a balance between minimizing the energy and maximizing the entropy.

In some cases it is possible to augment the training dataset with an unbiased, stochastic estimate of $p(y=c \mid x)$ that we denote $s_{c}(x, z)$. For example, when the simulation involves latent variables $z$ (i.e. Monte Carlo truth quantities), then the simulation encodes $p(x, z \mid y)$, the joint distribution over the observed features $x$ and the latent variables $z$ conditioned on the class $y$. In many cases the simulation evolves through a Markov process (e.g. the detector response only depends on the momenta of the incoming particles $z$, not the details of the hard scattering $y$ ). In that case, it is often possible to calculate $s_{c}(x, z)=p(y=c \mid x, z)$ for each training sample [19]. Using the identity, $\mathbb{E}_{p(z \mid x)}[p(y \mid x, z)]=p(y \mid x)$, we see that $s_{c}(x, z)$ is an unbiased estimator of $p(y=c \mid x)$. In this case, one can use $s_{c}(x, z)$ in place of the indicator function in Eq. 41.13 to construct an improved (lower-variance) loss function that reproduces the same cross-entropy risk function ${ }^{3,4}$

$$
\begin{equation*}
\mathcal{R}_{\mathrm{xe}}^{\prime}[f]=\mathbb{E}_{p(x, y, z)}\left[-\sum_{c \in|\mathcal{Y}|} s_{c}(x, z) \log f_{c}(x)\right]=-\sum_{c \in|\mathcal{Y}|} \mathbb{E}_{p(x)}\left[p(y=c \mid x) \log f_{c}(x)\right] \tag{41.17}
\end{equation*}
$$

[^2]which yields the same optimal classifier $f_{\text {x.e. }, c}^{*}(x)=p(y=c \mid x)[20,21]$.
We note that unlike in the binary classification case, the multi-class classifier is sensitive to the priors $p(y)$ used in training. This leads to complications as often the class proportions are unknown. For example, one might be interested in classifying a signal when multiple backgrounds are present and the relative proportion of those different background components is uncertain. Ideally one would like the class proportions for the background components used in training to match those in the data, which presents an additional training challenge if those proportions are heavily unbalanced.

### 41.3.2 Unsupervised learning

Unsupervised learning generally refers to the class of problems that use unlabeled training dataset $\left\{x_{i}\right\}_{i=1, \ldots, n}$, where $x_{i} \in \mathcal{X}$ are the input features. Furthermore, it is typically assumed that $\left(x_{i}\right) \stackrel{i . i . d .}{\sim} p(x)$, though $p(x)$ is usually not known explicitly. Finally, the loss function in supervised learning takes on the special form $\mathcal{L}(x, f(x))$.

A related concept is that of self-supervised learning, which also aims to distill useful features in the data without requiring supervision labels for every sample in the input data. Self-supervised methods can make use of large unsupervised datasets and build meaningful representations by performing data augmentation, and learning the latent space mapping that is insensitive to it. For example, in the case of galaxy images one may augment the data by performing image rotations, adding noise, size scaling, adding point spread function smoothing etc., all of which are realistic transformations expected in a real galaxy image survey [22]. Self-supervised learning then learns the latent space representation where all of these augmentations of the same training sample result in the same latent space position. This training is augmented with contrastive learning, which ensures that different training samples do not all collapse to the same latent space position. When this latent space representation is used for downstream tasks such as classification it outperforms other forms of supervised learning [23].

### 41.3.2.1 Density estimation

The goal of density estimation is to estimate a distribution $p(x)$ based on samples $\left\{x_{i}\right\}_{i=1, \ldots, n}$ with $x i \stackrel{i . i . d .}{\sim} p(x)$. Conceptually, this is the same goal as when fitting a parameterized distribution $f(x ; \theta)$ to data using the method of maximum likelihood as described in Sec. 40.2.2 of the chapter on statistics. In practice, the difference in the machine learning context has to do with the flexibility of the model and the dimensionality of the data. A highly-flexible model, which can effectively approximate any distribution, is referred to as a non-parametric model (though, ironically, usually this means the model has many parameters). In contrast, typical maximum likelihood fits in particle physics are based on restricted families of distributions with relatively few parameters and the data is typically one- or two-dimensional, though occasionally five- or six-dimensional.

Maximizing the likelihood function in Eq. $40.10 \mathcal{L}(\theta)=\prod_{i=1}^{n} f\left(x_{i} ; \theta\right)$ is equivalent to minimizing the empirical risk:

$$
\begin{equation*}
\mathcal{R}_{\mathrm{emp}, \mathrm{xe}}\left[f_{\phi}\right]=-\frac{1}{n} \sum_{i=1}^{n} \log f_{\phi}(x), \tag{41.18}
\end{equation*}
$$

where we adopt the notion used in this chapter. The loss is simply $\mathcal{L}\left(x, f_{\phi}(x)\right)=-\log f_{\phi}(x)$, and the corresponding risk is

$$
\begin{equation*}
\mathcal{R}_{\mathrm{xe}}\left[f_{\phi}\right]=\mathbb{E}_{p(x)}\left[-\log f_{\phi}(x)\right], \tag{41.19}
\end{equation*}
$$

which is the cross entropy $H\left[p, f_{\phi}\right]$. For density estimation, the model is usually constructed to enforce $\int f_{\phi}(x) d x=1$ and $f_{\phi}(x) \geq 0$ so that it can be interpreted as a distribution. With this constraint, one can show that $f_{\mathrm{xe}}^{*}(x)=p(x)$.

The concepts of generalization and overfitting are particularly acute in unsupervised learning, where the likelihood maximization of equation 41.18 , combined with universal approximator assumption, must converge onto $\hat{p}(x)=\frac{1}{n} \sum_{i=1}^{n} \delta\left(x-x_{i}\right)$, the empirical distribution of the dataset $\left\{x_{i}\right\}_{i=1, \ldots, n}$. This distribution has the highest likelihood on the training dataset and the lowest likelihood on the test data where it gives $\hat{p}(x)=0$. as long as the test dataset are not identical to the training dataset. So the empirical distribution of the training dataset has the worst possible generalization property, yet it is the solution we converge to for sufficiently expressive architectures in the absence of any regularization. In contrast, in supervised learning we often observe the phenomenon of benign overfitting, where even zero loss can generalize well.

In addition to approaches to density estimation that involve learning in the sense of minimizing a loss or risk function, we note that there are also classical density estimation techniques such as histogramming and kernel density estimation [24-26].

### 41.3.2.2 Representation learning, compression, and auto-encoders

A recurring topic in machine learning and statistics is how to represent the data. Much of classical statistics involves constructing a low-dimensional summary statistic that extracts the relevant information from the data for a particular task (a sufficient statistic in language of classical statistics). There is a spectrum of representations with trade-offs. At one end of this spectrum is lossless compression that allows you to encode the data into a smaller, intermediate representation that carries all the information since it can be decoded back into the original data. At the other end of the spectrum is something like the likelihood-ratio, which is a single scalar that carries the relevant information needed for hypothesis testing for a single hypothesis, but it discards all the other information that might be needed for other tasks (such as testing other hypotheses). An intermediate point in this spectrum is the process of feature engineering, which refers to the creation of new features $\mathcal{X}^{\prime}$ from the original features $\mathcal{X}$ in hopes that the down-stream task will be easier with the new features. For example, instead of working directly with the energy and momentum of particles, one might compute invariant masses, angles between particles, etc. This type of feature engineering generally improved performance for shallow neural networks, decision trees, etc.; however, with the rise of deep learning this is often no longer necessary and often limits performance compared to working with the original features. One can think of the intermediate layers of a neural network between the input and the output a representation of the data that is good for the task at hand, and by training all the layers of the network simultaneously (or "end-to-end") one can see the intermediate layers as a learned representations. For a review see Ref. [27].

An example of a linear dimensionality reduction representation and data compression is principal component analysis (PCA) of data $x \in \mathbb{R}^{d}$ at fixed latent space dimensionality $k(k<d)$, which finds the orthogonal linear transformation, $O$,

$$
\begin{equation*}
O: \mathbb{R}^{k} \rightarrow \mathbb{R}^{d}, z \mapsto O z, O O^{T}=I_{d} \tag{41.20}
\end{equation*}
$$

that maximizes the data variance in the latent space. Maximizing the variance of the transformed data is equivalent to minimizing the average reconstruction error (the residual variance in data space),

$$
\begin{equation*}
\mathcal{L}_{\text {a.e. }}(x, f(x))=\|x-f(x)\|^{2} . \tag{41.21}
\end{equation*}
$$

A PCA can thus be interpreted as a linear, orthogonal model that is trained to minimize the $L_{2^{-}}$ distance between the input data and the reconstructed data given the fixed dimensionality $k$. In practice, the PCA problem can be solved analytically without the use of optimization algorithms or the loss function: the principal components are given by the eigenvectors of the data covariance matrix.

A suitable latent space dimensionality, $k$, is chosen by ordering the eigenvalues, $\lambda_{i}$, of the data covariance in descending order, and keeping only the first few eigenvectors that correspond to the largest eigenvalues. The cut is often made at dimensionalities that capture around $90 \%$ of the data variance. For many data sets this results in $k \ll d$. The average reconstruction error that originates from the discarded eigenvalues is $\sigma_{\text {recon }}^{2}=\sum_{i=k+1}^{d} \lambda_{i}$.

Another common type of representation learning and nonlinear dimensionality reduction is based on the auto-encoder $f=g \circ e: \mathcal{X} \rightarrow \mathcal{X}$, where $e: \mathcal{X} \rightarrow \mathcal{Z}$ is referred to as the encoder and $g: \mathcal{Z} \rightarrow \mathcal{X}$ is referred to as the generator or decoder. Typically the dimensionality of $\mathcal{Z}$ is much less than $\mathcal{X}$, and $z=e(x)$ can be thought of as a compressed representation of the input. The intermediate space $\mathcal{Z}$ is sometimes referred to as the bottleneck or the latent space of the auto-encoder. If the bottleneck is sufficiently large and the encoder and decoder are sufficiently flexible, then the function $f$ could just be the identity (i.e. lossless compression). However, if the encoder and decoder are not sufficiently flexible or the dimensionality of the latent space is not large enough there will be some reconstruction error. Therefore the reconstruction error of Eq. 41.21 serves as a natural loss function of an auto-encoder.

Once trained, the encoder $e(x)$ can be used independently of the decoder to provide a generic low-dimensional representation of the data. The flexibility of this approach is attractive; however, there are no guarantees that this representation will be optimal for the other task. Indeed, the transition from pre-trained auto-encoders to end-to-end learning is one of the important trends that characterized the onset of the deep learning era.

While achieving zero reconstruction error may seem good as it would imply lossless compression, it often performs poorly in practice. First, the encoder may be overfit to the training dataset and not generalize well to held out data. Secondly, it may not be robust to domain shift (see Sec. 41.7.2). One approach to address these issues is the denoising auto-encoder, which uses a form of regularization that corrupts the input with noise $x^{\prime} \sim q\left(x^{\prime} \mid x\right)$ while still targeting reconstruction of the uncorrupted input $x$.

$$
\begin{equation*}
\mathcal{L}_{\text {d.a.e. }}(x, f(x))=\left\|x-f\left(x^{\prime}\right)\right\|^{2} \quad \text { with } \quad x^{\prime} \sim q\left(x^{\prime} \mid x\right), \tag{41.22}
\end{equation*}
$$

where $q\left(x^{\prime} \mid x\right)$ is some probability distribution such as a multivariate normal.

### 41.3.2.3 Clustering

The goal of clustering is to group the data $\left\{x_{i}\right\}_{i=1, \ldots, n}$ into $k$ groups, or clusters, usually with $k \ll n$. Intuitively, if two data points belong to the same cluster, then they should be similar in some sense. Conversely, if two data points are very different, then they should be assigned to different clusters. The notion of similarity usually is based on some heuristic, and there are a variety of algorithmic and probabilistic clustering algorithms. In some cases $k$ is specified, while in others it is determined by the clustering algorithm. There is also a distinction between flat clustering that directly partitions the data into $k$ clusters and hierarchical clustering where clusters are nested hierarchically as the name suggests. In many cases clustering uses some notion of distance $d\left(x_{i}, x_{j}\right)$, which may be the $L_{p}$ norm $\left\|x_{i}-x_{j}\right\|_{p}$.

One of the most common clustering algorithms is known as $k$-means, where $k$ is specified by the user and results in sets $S=\left\{S_{1}, \ldots, S_{k}\right\}$ that minimize the variance of each cluster. Thus, the objective is

$$
\begin{equation*}
\underset{\mathbf{S}}{\arg \min } \sum_{i=1}^{k} \sum_{\mathbf{x} \in S_{i}}\left\|\mathbf{x}-\boldsymbol{\mu}_{i}\right\|^{2}=\underset{\mathbf{S}}{\arg \min } \sum_{i=1}^{k}\left|S_{i}\right| \operatorname{Var} S_{i}=\underset{\mathbf{S}}{\arg \min } \sum_{i=1}^{k} \frac{1}{2\left|S_{i}\right|} \sum_{\mathbf{x}, \mathbf{y} \in S_{i}}\|\mathbf{x}-\mathbf{y}\|^{2} \tag{41.23}
\end{equation*}
$$

where $\mu_{i}$ is the mean of points in $S_{i}$.

While $k$-means and many other clustering algorithms are defined in terms of an optimization problem, the optimization objective is often not representative of the actual notions of performance in a given context. As a result, there are a number of quantities used for the evaluation and assessment of the resulting clustering. These include Davies-Bouldin index, Dunn index, Rand index, Jaccard index, purity, F-measure, Hopkins statistic, etc. [28].

### 41.3.3 Optimal control, reinforcement learning, and active learning

Many problems in science and engineering can be cast as a control problem, which comprises a cost functional that is a function of state and some control variables that specify some underlying dynamical system. This is relevant for the control of accelerators where the dynamical system is physical. This formalism can also be used to describe the design of experiments, planning of an observational survey, and other decision making processes relevant to the scientific method. There is a tremendous amount of literature on the subject, and it is closely connected to planning, dynamic programming, and reinforcement learning. Optimal control can be seen as an extension of the calculus of variations, and thus generalizes the framing of learning presented in Sec. 41.2.

Optimal control theory deals with finding a control for a dynamical system over a period of time such that the objective function is optimized. The underlying system can be discrete or continuous and may be deterministic or stochastic. The commonalities and differences between optimal control and reinforcement learning can be best understood through the formalism of a Markov decision process (MDP), which is a discrete-time stochastic control process. We follow common notation, such as that found in Wikipedia.

A Markov decision process comprises four components often organized as a 4-tuple ( $S, A, P_{a}, R_{a}$ ), where: $S$ is a set of states called the state space, $A$ is a set of actions called the action space, $P_{a}\left(s, s^{\prime}\right)=\operatorname{Pr}\left(s_{t+1}=s^{\prime} \mid s_{t}=s, a_{t}=a\right)$ is the probability that action $a$ in state $s$ at time $t$ will lead to state $s^{\prime}$ at time $t+1, R_{a}\left(s, s^{\prime}\right)$ is the immediate reward (or expected immediate reward) received after transitioning from state $s$ to state $s^{\prime}$, due to action $a$.

The policy function $\pi$ is a mapping from state space to action space that can be either deterministic or probabilistic. For examples, the policy that drives a computer chess playing system, decides which move to make given the current state of the board. Similarly, policies dictate which experiment should be built next, which field of the sky should be observed, or how to adjust the operational parameters of an accelerator. The dynamics of the resulting system are then fixed by combining the policy with the underlying MDP. The evolution of the resulting dynamical system behaves like a Markov chain since the action chosen in state $s$ is completely determined by $\pi(s)$ and $\operatorname{Pr}\left(s_{t+1}=s^{\prime} \mid s_{t}=s, a_{t}=a\right)$ implies the Markov transition matrix $\operatorname{Pr}\left(s_{t+1}=s^{\prime} \mid s_{t}=s\right)$.

The objective optimal control is to choose a policy $\pi$ that will maximize a cumulative function of the instantaneous rewards $R_{a}$. A common choice is the expected discounted sum:

$$
\begin{equation*}
\mathbb{E}\left[\sum_{t=0}^{\infty} \gamma^{t} R_{a_{t}}\left(s_{t}, s_{t+1}\right)\right] \tag{41.24}
\end{equation*}
$$

where $a_{t} \sim \pi\left(s_{t}\right)$ are the actions given by the policy, the expectation computed with respect to the distribution $s_{t+1} \sim P_{a_{t}}\left(s_{t}, s_{t+1}\right)$, and $\gamma$ is the discount factor satisfying $0 \leq \gamma \leq 1$. The discount factor is usually close to 1 and sometimes reparameterized as $\gamma=1 /(1+r)$, where $r$ is called the discount rate. A lower discount factor motivates the decision maker to favor taking actions early, rather than postpone them indefinitely.

A policy that maximizes the objective function is called an optimal policy and denoted $\pi^{*}$, though the optimal policy need not be unique. Importantly, the Markov property implies that the optimal policy is only a function of the current state. Dynamic programming can be used to find
the optimal policy for MDPs with finite state and action spaces. For instance, in value iteration (a.k.a. backward induction) can be used to solve the "Bellman equation" [29]. For continuous-time systems, the optimal policy is defined by the Hamilton-Jacobi-Bellman equation [30].

In many settings, it is assumed that the state $s$ is fully known when action is to be taken and there are no latent variables. When this assumption is not true, the problem is called a partially observable MDP. These problems are generally more difficult and the dynamic programming algorithms do not directly apply [31].

Reinforcement learning The main difference between the classical dynamic programming methods and reinforcement learning (RL) algorithms is that the latter do not assume knowledge of an exact mathematical model of the MDP and they target large MDPs where exact methods become infeasible. For example, RL was used in the context of jet physics to search for the most likely jet clustering when the number of constituents was too large for the exact dynamic programming algorithm to be used [32]. In addition, RL can be used when the probabilities or rewards are unknown. Instead, the transition probabilities are often accessed indirectly through interaction with a real or simulated environment. For example, in Q-learning one uses experience to estimate the array $Q(s, a)$ defined as

$$
\begin{equation*}
Q(s, a)=\sum_{s^{\prime}} P_{a}\left(s, s^{\prime}\right)\left(R_{a}\left(s, s^{\prime}\right)+\gamma V\left(s^{\prime}\right)\right) \tag{41.25}
\end{equation*}
$$

While this function is also unknown, it can be estimated during learning based on ( $s, a$ ) pairs together with the outcome $s^{\prime}$.

Numerous variations to RL exist, which include so-called model-based and model-free approaches (referring to models of the instantaneous rewards and the state transitions) and on-policy and off-policy (which describes how the actions taken during learning are related to the current policy). See Ref. [33] for an introduction and Ref. [34] for a recent review.

Multi-arm bandits Multi-arm bandit problems are a classic reinforcement learning problem where one tries to maximize the expected gain by allocating a limited set of resources to various alternatives. The name is a reference to a gambler with a fixed amount of money that must choose between multiple slot machines (or "one-armed" bandits) when the payoff for the individual machines is unknown. A hallmark of multi-arm bandit problems is that they involve a trade-off between exploration (playing machines to estimate their payoff) and exploitation (playing machines with the highest estimated payoff). Multi-armed bandits are used to manage large projects, organizations, and scheduling problems. The theory has a long history going back to Robbins in 1952 that used it to study the sequential design of experiments [35] and Gittins who derived an optimal policy under some conditions [36].

Bayesian optimization A closely related set of techniques involve optimizing some expensive black box function $f(x)$. For instance, the function may be computationally expensive to evaluate or low-latency, e.g. it may involve manually re-configuring a system. This is particularly relevant for analysis optimization in particle physics where evaluating $f(x)$ involves processing large numbers of simulated collisions. Another common use case involves optimizing the hyperparameters of a learning algorithm.

Without any assumptions about the function $f(x)$ this is hopeless; however, if one assumes something about the functions (e.g. some notion of smoothness) then one can leverage function evaluations evaluations $\left\{f\left(x_{t}\right)\right\}_{t=1, \ldots, T}$ to say something about what value the function might take
on at other values of $x$. This is usually cast in Bayesian terms, and Gaussian processes (Section 41.5.1) are often used to model the distribution over $f(x)$. The optimization techniques that use this framing are generically referred to as Bayesian Optimization [37].

Optimization in this context is usually characterized by an exploration-exploitation trade-off, similar to what is found in multi-arm bandits. Here, exploration refers to function evaluations that characterize the function in regions that haven't been evaluated, while exploitation refers to evaluations near what is predicted to be its maximum. This setting is similar to reinforcement learning in that it involves sequential decisions (i.e. where to evaluate the function next), but usually the target function $f(x)$ is assumed to be static. In that sense, the state referred to in the language of an MDP is the state of knowledge about the function after sequential evaluations $\left\{f\left(x_{t}\right)\right\}_{t=1, \ldots, T}$. The reward at time $t$ is not the value of the function $f\left(x_{t}\right)$, but some quantity that characterizes what was learned about the function's maximum. In this literature, one often refers to the acquisition function, which plays a similar role as the expected value of the reward in RL. Common acquisition functions include the probability of improvement, the expected improvement, and an upper-confidence bound [38].

Connection to experimental design In the context of physics experiments we often want to build the next generation experiment which can reach certain target precision on parameters of interest that the experiment can measure. To achieve this precision we may deploy the concept of experimental design, where we the objective is to optimize some objective that quantifies the expected performance of an experiment. Moreover, we would like to achieve this within some constraints such as a minimal cost. Such problems are often solved using the Fisher matrix optimization, where Fisher matrix can be viewed as the expectation of the inverse covariance matrix. We can define

$$
\begin{equation*}
t\left(x \mid \theta_{0}\right):=\left.\nabla_{\theta} \log p(x \mid \theta)\right|_{\theta_{0}}, \tag{41.26}
\end{equation*}
$$

where $t\left(x \mid \theta_{0}\right)$ is referred to by statisticians as the score [20]. The score plays an important role in the classical statistics as it is a sufficient statistic when $p(x \mid \theta)$ is in the exponential family, and through the Rao-Cramér-Fréchet bound on the variance of an estimator for $\theta$, and is used to define the Fisher information matrix $I_{i j}(\theta):=\mathbb{E}_{p(x \mid \theta)}\left[t_{i}(x \mid \theta) t_{j}(x \mid \theta)\right]$. The Fisher information, in turn is an important object in experimental design. In particle physics, the score is closely related to the concept of optimal observables. The corresponding diagonal element of the inverse of the Fisher matrix thus provides expected uncertainty estimation of a given parameter, and is a lower bound to the error of an unbiased estimator (Cramér-Rao bound). In experimental design we vary the experiment parameters within the constraints such as the total cost to minimize this uncertainty. This framework has been widely used in cosmology, where Fisher analysis is the foundation of any experiment proposal.

Active learning Active learning is closely related to Bayesian optimization, described above. In Bayesian optimization one estimates the function $f(x)$ from some set of evaluations $\left\{y_{t}=\right.$ $\left.f\left(x_{t}\right)\right\}_{t=1, \ldots, T}$; however, the goal is to find the maximum $x^{*}=\arg \max _{x} f(x)$. In active learning, the goal is not to find the maximum of $f(x)$, but to approximate the function as one does in supervised learning. The main difference compared to vanilla supervised learning is that the labeled training dataset isn't provided a priori in a passive way, but the learning algorithm actively decides where to generate $\left(x_{t}, y_{t}=f\left(x_{t}\right)\right)$ pairs. The function $f(x)$ is sometimes referred to as an oracle. Active learning is particularly attractive when obtaining labelled data is a costly process.

More broadly, a challenge of many machine learning applications is obtaining labeled data, which can be a costly process. If a system could learn from small amounts of data, and choose by
itself what data it would like the user to label via an external process called oracle, it would make machine learning more powerful. Such frameworks are also called Experiment Design or Active Learning. In Active Learning, a model is trained on a small amount of data (the initial training dataset), and an acquisition function (often based on the model's uncertainty) decides on which data points to ask for a label. The acquisition function selects one or more points from a pool of unlabelled data points, with the pool points lying outside of the training dataset. Once we label the selected data points, these are added to the training dataset, and a new model is trained on the updated training dataset. This process is then repeated, with the training dataset increasing in size over time. The advantage of such systems is that they often result in dramatic reductions in the amount of labelling required to train an ML system (and therefore cost and time).

### 41.3.4 Anomaly detection and out-of-distribution detection

Unsupervised anomaly detection techniques detect anomalies in an unlabeled test data set under the assumption that the majority of the in-distribution data are normal under some measure, while out-of-distribution (OOD) data are not. In the context of auto-encoders a popular technique is to use the reconstruction error of Eq. 41.21 to identify an outlier as one with a large reconstruction error [39, 40]. One issue with this method is that for higher dimensional latent space and flexible neural network architectures the encoder-decoder map become identity for any input data, $f(x)=$ $x$, regardless of whether input $x$ is from the in-distribution training dataset or from the out-ofdistribution data. The choice of auto-encoder latent space dimensionality is thus an important hyperparameter that must be tuned.

Another set of anomaly detection techniques construct a model representing normal behavior from a given In Distribution training dataset, and then test the likelihood of a test instance to be generated by the utilized model. For instance, one can use density estimation methods such as normalizing flows (section 41.5.4.3) to learn the density (likelihood) of the In Distribution training dataset $p(x)$, and apply it to the test data. The expectation is that out-of-distribution data will have a lower density (likelihood) under the in-distribution density model. This expectation is however not always met in high dimensions and the method suffers because likelihood based training is sensitive to the smallest variance directions [41]: for example, a zero variance pixels leads to an infinite $p(x)$, and noise must be added to regularize it. But low variance directions may contain little or no information on the global structure of the image, so there is a mismatch between the training objective and outlier detection objective. A related issue is that of typicality: an in-distribution likelihood will typically be lower than the maximum value. For a Gaussian likelihood the typical set is on average be $n / 2$ in log likelihood below the peak value, where $n$ is the dimensionality of the data. So an out-of-distribution dataset that is closer to the peak would be preferred in terms of likelihood even though its distribution does not match the in-distribution data. If this happens by chance on low variance directions which dominate the likelihood, normalizing flows can assign higher likelihoods to out-of-distribution data than to in-distribution training dataset [42]. A number of techniques have been proposed to circumvent these limitations, such as likelihood regret [43], likelihood-ratio [41], likelihood in auto-encoder latent space [44], and Wasserstein distance training of the likelihood $p(x)$ [45]. These methods can achieve better anomaly detection performance than the auto-encoder reconstruction error [44, 46].

Supervised anomaly detection techniques require a data set that has been labeled as in-distribution and out-of-distribution and involves training a classifier (the key difference to many other statistical classification problems is the inherent unbalanced nature of outlier detection). These methods assume some form for what out-of-distribution data may look like, and their success relies on whether the assumed form is a realistic representation of actual out-of-distribution data. When this assumption is valid these methods can be more powerful than unsupervised methods, but the reverse is
also true. A hybrid between the two approaches is to train a classifier without labels [47]. All these approaches are largely complementary to each other [48]. An example of different anomaly detection methods applied to HEP is LHC Olympics 2020 and Dark Machines challenges [49, 50].

### 41.3.5 Simulation-based inference

The goal of simulation-based inference (related to, but distinct from, likelihood-free inference) is to extend the statistical procedures described in the Chapter on Statistics (e.g. parameter estimation, hypothesis tests, confidence intervals, and Bayesian posterior distributions) to the situation where one does not know the explicit likelihood $p(x \mid \theta)$, the probability of the data given the parameters $\theta$, but has access to a simulator that defines the likelihood $p(x \mid \theta)$ implicitly $[51,52]$. In a typical setup we would like to solve the so called inverse problem of getting the posterior of the parameters given the data, $p(\theta \mid x)$, but we cannot use Bayes theorem directly because we do not have explicit $p(x \mid \theta)$.

In particle physics, the simulators usually use Monte Carlo event generators (see Sec. 43) to sample unobserved latent variables $z$, such as the $z_{p}$ phase space of the hard scattering (see Sec. 49.4), $z_{s}$ associated to showering and hadronization, and $z_{d}$ associated to the interaction of particles with the detector (see Sec. 34). As such, the full simulation chain can be expressed symbolically as

$$
\begin{equation*}
p(x \mid \theta)=\int d z p(x, z \mid \theta)=\int \mathrm{d} z_{d} \int \mathrm{~d} z_{s} \int \mathrm{~d} z_{p} p\left(x \mid z_{d}\right) p\left(z_{d} \mid z_{s}\right) p\left(z_{s} \mid z_{p}\right) p\left(z_{p} \mid \theta\right) \tag{41.27}
\end{equation*}
$$

where $\theta$ are the Lagrangian parameters that dictate the hard scattering. Evaluating the likelihood is intractable as it would require evaluating the integral above for each event.

While the likelihood is intractable, simulators provide the ability to generate synthetic data $x_{i} \stackrel{i . i . d .}{\sim} p(x \mid \theta)$ for any value of the parameters $\theta$. One can use a suitable proposal distribution $\tilde{p}(\theta)$, sample $\theta_{i} \stackrel{i . i . d .}{\sim} \tilde{p}(\theta)$, generate synthetic data $x_{i} \sim p\left(x \mid \theta_{i}\right)$, and then assemble a training dataset $\left\{x_{i}, \theta_{i}\right\}_{i=1, \ldots, n}$ that can be used to train various machine learning models.

There is thus a close analogy between Simulation-based Inference and data driven machine learning tasks discussed so far, replacing $\theta$ with $y$. One difference is that in simulation-based inference we can always generate new samples by running additional simulations, while we typically view training dataset in machine learning as fixed. This property of Simulation-based Inference enables Active Learning, where the additional simulations are chosen such as to minimize the error on the desired statistical inference task. Another difference is that we often have access to the joint likelihood $p(x, z \mid \theta)$, where $z$ are unobserved latent variables ${ }^{5}$.

Typically in particle physics, one uses histograms or kernel density estimation to model the distribution of observables (low-dimensional summary statistics such as the invariant mass) of simulated data [53]. Alternatively, one can use an explicit parametric family (such as a falling exponential, a Gaussian distribution, etc.) to model $\hat{f}(x \mid \theta) \approx p(x \mid \theta)$. That model is then used as as a surrogate for the unknown density implicitly defined by the simulator. A related approach is known as Approximate Bayesian Computation (ABC), which approximates the likelihood through an acceptance probability that synthetic data is sufficiently close to the observed data [54, 55]. In practice, these techniques are limited to low-dimensional representations of the data. Thus the potential of recent machine learning approaches to simulation-based inference is to extend this approach to higher-dimensional data, while maintaining the already well-established statistical procedures.

For instance, one can use normalizing flows (see Sec. 41.5.4.3) and the loss functions for density estimation (see Sec. 41.3.2.1) to learn a surrogate model for the likelihood $\hat{f}(x \mid \theta) \approx p(x \mid \theta)$ [56]. Similarly, one can use conditional density estimation to learn a surrogate model for the posterior

[^3]$\hat{f}(\theta \mid x) \approx p(\theta \mid x)$, which may involve including the prior-to-proposal ratio $\tilde{p}(\theta) / p(\theta)$ [57]. In addition to the unsupervised learning techniques, one can also use supervised learning to learn the likelihoodratio $r\left(x \mid \theta_{0}, \theta_{1}\right)=p\left(x \mid \theta_{0}\right) / p\left(x \mid \theta_{1}\right)$ by leveraging the likelihood-ratio trick of Eq. $41.12[20,58]$.

In some cases one can also augment the training dataset to include the joint likelihood-ratio

$$
\begin{equation*}
r\left(x_{i}, z_{i} \mid \theta_{0}, \theta_{1}\right):=p\left(x_{i}, z_{i} \mid \theta_{0}\right) / p\left(x_{i}, z_{i} \mid \theta_{1}\right) \tag{41.28}
\end{equation*}
$$

which can be used to reduce the variance for the squared-error loss or the improved cross-entropy estimator of Eq. 41.17 [20,21]. While the marginal likelihood $p(x \mid \theta)$ is intractable due to the highdimensional integral over the latent space, the joint likelihood is often tractable since no integration is necessary. In addition, one can often augment the training dataset with the joint score

$$
\begin{equation*}
t\left(x_{i}, z_{i} \mid \theta_{0}\right):=\left.\nabla_{\theta} \log p\left(x_{i}, z_{i} \mid \theta\right)\right|_{\theta_{0}} \tag{41.29}
\end{equation*}
$$

Regressing on the joint score with the squared loss function $\mathcal{L}\left(t\left(x, z \mid \theta_{0}\right), f(x)\right)=\left(t\left(x, z \mid \theta_{0}\right)-f(x)\right)^{2}$ corresponds to risk functional

$$
\begin{equation*}
\mathcal{R}_{\text {score }}[f]:-\mathbb{E}_{p\left(x, z \mid \theta_{0}\right)}\left[\left(\left.\nabla_{\theta} \log p\left(x_{i}, z_{i} \mid \theta\right)\right|_{\theta_{0}}-f(x)\right)^{2}\right] . \tag{41.30}
\end{equation*}
$$

One can show with the calculus of variations that the risk is minimized by the score of equation 41.26 .

### 41.3.5.1 Differentiable simulations

One of the approaches to make inference feasible in high dimensional latent space is to make simulations differentiable with respect to all of its parameters, global variables $\theta$ and latent variables z. Latent variable models are known in Machine Learning as generative models and are discussed below, but latent variable models are also common in scientific applications. As an example, in cosmology one can view the initial conditions of the large scale structure or cosmic microwave background as Gaussian distributed latent variables.

While differentiable simulations have traditionally not been developed for scientific applications, the success of Machine Learning, where backpropagation algorithm combined with gradient descent optimization (see Sec. 41.6.1) is the basis of its recent advances, has inspired a new look at this. One recent example is FlowPM cosmological N-body simulation, which takes advantage of MeshTensorflow to achieve a GPU-accelerated, distributed, and differentiable simulation [59].

One broad class of inference problems where gradients make the problem simpler are the so called inverse problems. As a simple example let's assume the data $x$ are observed with some Gaussian noise with known variance $\sigma^{2}$, equal for all data points. The likelihood of the data can be written as

$$
\begin{equation*}
\log p(x \mid z, \theta)=-\frac{N}{2} \log \left[2 \pi \sigma^{2}\right]-\frac{\|x-g(z, \theta)\|^{2}}{2 \sigma^{2}} \tag{41.31}
\end{equation*}
$$

Here $g(z, \theta)$ is the forward model (generator or decoder), i.e. the simulation output in the absence of noise. The joint distribution is $p(x, z \mid \theta)=p(x \mid z, \theta) p(z \mid \theta)$, where $p(z \mid \theta)$ is the prior of latent space variables, assumed to be known, with a known gradient with respect to $\theta$ and $z$. In this case the gradients $\nabla_{\theta} \log p(x, z \mid \theta)$ and $\nabla_{z} \log p(x, z \mid \theta)$ are available when the simulation forward model gradients $\nabla_{\theta} g(z, \theta)$ and $\nabla_{z} g(z, \theta)$ are available.

Availability of simulation gradients in turn enables gradient based optimization or sampling. In sampling approach one can use Monte Carlo Markov Chains to obtain the posterior samples of latent space $z$ and parameter space $\theta[60]$. In optimization approach one can find the best-fit point $\hat{z}$, which is the MAP estimate of the latent space variables $z$ given $x$ and fixed $\theta$ [61]. Another optimization approach is Variational Inference, which attempts to model the posterior probability distribution using optimization. This is discussed further in Section 41.5.4.

### 41.3.5.2 Unfolding as an inverse problem

While much of the work on simulation-based inference described above is aimed at inferring the parameters $\theta$ of the simulator, there is also work that aims to to infer the latent variables $z$. Here it is useful to think of the parameters $\theta$ as parameters of a theory, such as masses, coupling constants, or Lagrangian parameters, while $z$ might describe the kinematics of a collision before the detector response.

Inferring the distribution $p\left(z \mid\left\{x_{1}, \ldots, x_{n}\right\}\right)$ from a dataset of multiple observations is commonly referred to as unfolding in particle physics, and deconvolution in other contexts. Unfolding is a classic inverse problem, and the collection of ideas being used for machine-learning based simulationbased inference are also being applied in this setting. Examples of recent work exploring these approaches are Refs. [62-73]. In addition, there has been work to infer the posterior distribution for an individual event $p\left(z \mid x_{i}\right)$ using probabilistic programming techniques [74-76].

### 41.4 Data representations, inductive bias, and example applications

In Sec. 41.3 we describe the input data as living in an abstract space $x_{i} \in \mathcal{X}$. In this section, we briefly describe some of the common types of structured data that are encountered in physics and refer to the corresponding models classes that have been developed to work with them. We will describe the model classes in more detail in the following section.

The most basic and common type of data structure is when $\mathcal{X}=\mathbb{R}^{d}$. This is often referred to as tabular data since the entire data set $\left\{x_{i}\right\}_{i=1, \ldots, n}$ can be thought of as a table with $n$ rows and $d$ columns. It is common to think of an individual entry $x_{i}$ as a vector in $d$-dimensional Euclidean space, where the coordinates correspond to the columns of this table. In some cases individual components of $x_{i}$ might be integers or take on only discrete values, in which case describing the space of the data as real-valued is a slight abuse of notation and representation. For many years this was the dominant type of data in high energy physics as it is a natural input type for shallow neural networks, multi-layer perceptrons, support vector machines, and tree-based methods found in popular tools such as TMVA [77].

For categorical data, one typically uses a numerical representation such as integer encoding where different categories are mapped to integers with a corresponding dictionary. Another common representation of categorical data is based on the so-called one-hot encoding (aka 'one-of-K' or 'dummy'), in which case the category is mapped to a $k$-dimensional binary vector where $k$ is the number of categories and each component of this vector corresponds to a particular category. In the one-hot encoding, only one of the components is non-zero. Finally, there are approaches in one learns an embedding that maps discrete categories into $\mathbb{R}^{d}$; an example of this is Word2Vec [78]. Interestingly, such embeddings can preserve various types of semantics; for instance, the vector walking-walk is similar to the vectorswimming-swam as are the vectors connecting countries and their capital cities. This allows for a loose sense of algebra on the word embedings such as walking-swimming+swam = walk. Similar types of embeddings have also been used in a number of scientific use-cases including biological sequences (e.g. DNA, RNA, and Proteins) for bioinformatics applications [79].

Particle physics data often is represented with an extension of the simple tabular data structure where the number of columns is not fixed. For instance, if the rows correspond to data for individual collisions, the number of electrons (and positrons) reconstructed in the event is variable. Thus the number of columns needed to represent the energy, momentum, and charge of these particles is also variable. A common solution to this problem is to fix a maximum number of particles and then truncate and zero-pad to fit the data into a fixed tabular representation, though this is not the natural representation of the data and it leads to a loss of information.

Sequential data is also commonly encountered in physics (e.g. in time series). Here an individual
entry $x_{i}=\left(x_{i}^{1}, \ldots, x_{i}^{t}, \ldots x_{i}^{T_{i}}\right)$ where $t$ is index for the ordered sequence, $T_{i}$ is the length of the sequence (which might be variable), and the data associated to each "time" $x_{i}^{t} \in \mathbb{R}^{d}$. This is similar to the previous example where the energy, momentum, and charge of the $t$-th electron in the $i$-the event would be $x_{i}^{t}$ and the electrons might be sorted according to their energy or transverse momentum. Sequential data is also encountered in natural language processing, where $x_{i}^{t}$ correspond to individual words in a sentence. Recurrent neural networks (see Sec. 41.5.3.9) are particularly well suited to sequential data. Examples applications from the Living Review include [80-85].

Image-like data is one of the most dominant forms of data in industrial applications of deep learning, is very relevant for astronomy and cosmology, and also appears in particle physics in various forms. Image-like data typically involves $d$-dimensional features associated to a regular grid or lattice that does not vary across the individual instances $x_{i}$. The canonical example is a standard image from a camera with $W \times H$ pixels where the $p$-th pixel has data $x_{i}^{p} \in \mathbb{R}^{3}$ corresponding to the three channels in the RGB color model. It is important to recognize that the data corresponding to the 2-dimensional image is not 2-dimensional; instead, it is ( $W \times H \times c$ )dimensional, where $c$ is the number of channels. In astronomy, an image may be grey scale ( $c=1$ ) or there may be more channels $(c>3)$ corresponding to different color filters. In other applications, the grid or lattice might be 3 - or 4 -dimensional. For example, the data associated to a regularly segmented calorimeter can be thought of as a 3-dimensional image and the data associated to a lattice simulation of a classical or quantum system can be thought of as a 4-dimensional image. Convolutional neural networks, described in Sec. 41.5.3.5, are particularly well suited to image-like data. Example applications from the Living Review include [81, 86-108].

It is also possible that the the data (or features) associated to one "pixel" or lattice site may itself be structured. For example, the single read-out plane of a Liquid Argon time projection chamber (LArTPC) may involve a 1-dimensional or 2-dimensional grid, but the data associated to each "pixel" is itself a sequence or waveform. Example applications in Neutrino Physics from the Living Review include [109-139]. Similarly, in lattice quantum chromodynamics, the data associate to a particular site (or link) would be group valued (e.g. $x_{i}^{p} \in S U(3)$ as in Refs. [140,141]).

Both sequential and image-like data have a notion of temporal or spatial structure. While it is possible to unroll an image into a ( $W \times H \times c$ )-dimensional vector, that would erase the spatial structure and obfuscate the fact that nearby pixels are highly correlated. Similarly, one could permute the time index for sequential data, but that would destroy the temporal structure of the data. The complementary point of view is that the model class should also be aware of the structure of the data. Recurrent neural networks and convolutional neural networks are good examples of what is called inductive bias as the models do incorporate something about the structure of the data that they are expected to be used with. In some cases this can be formalized in terms of symmetry. For example, if we train model to classify images of cats and dogs, we would like it's prediction to be invariant to where in the image the cat is. This type of translational invariance can be enforced in the design of the model class.

While permuting the elements of a sequence destroys the temporal structure of a time series, attaching a temporal index $t$ to a set of objects with features $x_{i}^{t}$ can also be problematic. If the data corresponding to $x_{i}$ really are a set $\left\{x_{i}^{1}, \ldots, x_{i}^{T_{i}}\right\}$ (e.g. a point cloud), then we would like the output of the model to be permutation invariance. A standard sequential or convolutional model will not generally be permutation invariant, but recently models such as Deep Sets, various types of graph neural networks, and transformers can be made to enforce permutation symmetry. Example applications from the Living Review include [100,142-152]

The temporal and spatial structure of sequences and image like data can also be generalized. For instance, a 1-dimensional sequence can be generalized to a tree structured data like one finds
in the hierarchical clustering of jets or as in a directed-acyclic graph (DAG). Generalizations of recurrent neural networks have been constructed that can operate over these more complex data structures $[153,154]$. More generally, one can considered graph-structured data composed of nodes and edges or multi-graphs that group together three nodes into faces or $k$ nodes into $k$-edges. Graph neural networks are a class of models that work with this type of data. The emerging subfield of geometric deep learning aims to unify the notation, terminology, and theory that connect these considerations of the structure of the data and the corresponding model architecture. Example applications in the Living Review include [121, 128, 131, 132, 134, 155-181].

If the data are expected to have a symmetry associated to them but one is working with a model class that does not enforce this symmetry, then data augmentation is a common procedure used to improve generalization performance. Here one starts with an initial dataset $\left\{x_{i}\right\}_{i=1, \ldots, n}$ and produces an augmented dataset $\left\{x_{i}^{\prime}\right\}_{i^{\prime}=1, \ldots, n^{\prime}}$ through some data augmentation strategy. For example, one might apply a random rotation $R_{i^{\prime}}$ to an image to produce $x_{i}^{\prime}=R_{i^{\prime}}\left(x_{i}\right)$ if one assumes rotational invariance in the underlying problem.

In some cases some of the individual features (components) of $x$ are functions of other features. For instance, one may include components of a four-vector ( $E, p_{x}, p_{y}, p_{z}$ ) as well as redundant information such as transverse momentum, azimuthal angles, rapidity, etc. In this case, the data is restricted to a lower-dimensional surface embeded in $\mathcal{X}$. Even if the features aren't redundant, statistically the data are often effectively restricted to a small subspace of statistically likely samples and those that are exceedingly unlikely. For instance, the space of natural images is a small and highly structured subspace of all possible images, which are dominated by what we would perceive visually as noise. The term data manifold is used to describe this restricted subspace where the data are to be found, even though it does not necessarily satisfy the formal requirements of a manifold in the mathematical sense.

These considerations on the structure of the data not only apply not to the input data $x_{i} \in \mathcal{X}$, but also to the output data $y_{i} \in \mathcal{Y}$. For instance, one might want a sequence-to-sequence model as in machine translation of written text [182] or to learn a function that takes sets as input and produces graphs as output as in the Set2Graph mode [183]. One might also want the input and output of the model to be different in representations of an underlying symmetry group and for the model to enforce group-equivariance $[140,141]$. The development of the necessary modelling components to enable practitioners to compose and train these types of models is a significant development for the field of physics.

### 41.5 Flavors of ML models

### 41.5.1 Support vector machines and kernel machines

Support Vector Machines (SVM) are a class of supervised learning models used for classification and regression. The learning algorithm involves a convex optimization problem that has a unique solution and can be solved with quadratic programming techniques. In this sense, they are robust and easier to characterize than neural networks that involve non-convex optimization. While their history goes back to Vapnik and Chervonenkis in the 1960s, they gained popularity after Bernhard Boser, Isabelle Guyon and Vladimir Vapnik suggested a way to create nonlinear classifiers by applying the kernel trick in 1992 [184]. Originally they were developed for binary classification and only supported therestricted case where the training dataset can be separated without errors, but in 1995 Cortes and Vapnik extended the technique to non-separable training dataset [185]. A variant targeting regression, known as support vector regression (SVR), was developed in 1997 [186]. The theory around support vector machines was well developed, and they dominated machine learning research for roughly a decade before the rise of deep learning (see Sec. 41.5.3.4).


Figure 41.1: Illustration of a maximum margin classifier for a linear support vector machine in the separable case (left) and with the soft-margin and slack variables $\xi$ (right).

Maximum-margin classifiers Linear support vector machines are used for binary classification, where $\mathcal{X}=\mathbb{R}^{d}$ and the target labels are conventionally defined as $\mathcal{Y}=\{-1,1\}$. The classification is simply based on which side of a hyperplane the data lie. Any hyperplane can be written as the set of points $x$ satisfying $w^{T} x-b=0$, where $w, b \in \mathbb{R}^{d}$ are the parameters of the model. The vector $w$ is normal to the hyperplane, but not necessarily normalized. The quantity $\frac{b}{\|w\|}$ quantifies the offset of the hyperplane from the origin along the normal vector $w$.

If the training dataset is linearly separable, then there is a region bounded by two parallel hyperplanes, called the margin, that separate the two classes of data. The maximum margin classifier is uniquely defined by making the distance between these two hyperplanes as large as possible. The boundaries of the margin can be defined by $w^{T} x_{i}-b= \pm 1$, and the width of the margin is given by $\frac{2}{\|w\|}$. Figure 41.1 illustrates this for $x \in \mathbb{R}^{2}$.

Since the width of the margin is maximized when $\|w\|$ is minimized, we can state the goal of the (hard) maximum-margin classifier in the linear separable case as the following constrained optimization problem: Minimize $\|w\|^{2}$ subject to the constraint $y_{i}\left(w^{T} x_{i}-b\right) \geq 1$ for $i=1, \ldots, n$. The $w$ and $b$ that solve this problem uniquely determine the resulting classifier, $\hat{y}(x)=\operatorname{sgn}\left(w^{T} x-b\right)$.

This geometric description makes it clear that the maximum-margin hyperplane is completely determined by those $x_{i}$ that lie nearest to it: the eponymous support vectors.

Soft margins and slack variables Often the data will not be linearly separable and thus the hard-margin optimization problem described above has no solution. Such a non-separable case can be accommodated with the use of so-called slack variables. One slack variable $\xi_{i}>0$ is introduced for each data point. As shown in Figure 41.1 (right), if a data point $x_{i}$ is outside the margin and correctly classified as in the separable case, then $\xi_{i}=0$. If it within the margin but still correctly classified, then $0<\xi_{i}<1$. If it is misclassified, then $\xi_{i}>1$. The new constrained optimization problem is to minimize

$$
\begin{equation*}
\sum_{i} \xi_{i}+\lambda\|w\|^{2} \tag{41.32}
\end{equation*}
$$

subject to the constraints $y_{i}\left(w^{T} x_{i}-b\right) \geq 1-\xi_{i}$ and $\xi_{i}>0$ for $i=1, \ldots, n$. Effectively, this corresponds to minimizing $\sum_{i} \max \left(0,1-y_{i}\left(w^{T} x_{i}-b\right)\right)+\lambda\|w\|^{2}$, where the first term is called the hinge loss.

The dual problem In the language of convex optimization, linear programming, and quadratic programming the optimization problems stated above for the hard and soft maximum-margin classifiers define the primal objective to be minimized. There is a Lagrange dual problem where the solution corresponds to maximization with $\min _{\phi} L(\phi)=\sup _{\alpha>0} \bar{L}(\phi, \alpha)$, where $\alpha$ are Lagrange multipliers. While it is not apparent in the primal formulation of the constrained optimization problems, the solution to the dual problem takes on the form

$$
\begin{equation*}
\hat{y}(x)=\operatorname{sgn}\left(\sum_{i} y_{i} \alpha_{i} x_{i}^{T} x-b\right), \tag{41.33}
\end{equation*}
$$

where the $\alpha_{i}>0$ for the support vectors and otherwise zero. This reformulation is plausible since the orientation of the maximum-margin hyperplanes defined by $w$ is completely specified by the support vectors. The crucial observation for the kernel trick described below is that the final model is defined in terms of coefficients and the inner product $\left\langle x_{i}, x\right\rangle_{\mathcal{X}}=x_{i}^{T} x$.

The kernel trick One approach to obtain non-linear decision boundaries is introduce a nonlinear mapping $\varphi: \mathcal{X} \rightarrow \mathcal{V}$ that embeds the data in some higher-dimensional space $\mathcal{V}$. One can then use the linear SVM described above in the space $\mathcal{V}$. This is not unlike the many neural network models where the first layers use a non-linear activation function while the last layer is linear.

The kernel trick avoids the explicit mapping $\varphi$ that is needed to get linear learning algorithms to learn a nonlinear function or decision boundary. This is possible because the solution to the dual problem in Eq. 41.33 is represented in terms of inner products $\left\langle\varphi\left(x_{i}\right), \varphi(x)\right\rangle_{\mathcal{V}}=\varphi\left(x_{i}\right)^{T} \varphi(x)$ corresponding to the candidate point $x$ and the support vectors $x_{i}$. Thus all that is needed is a way to evaluate the inner products. A kernel or a kernel function $k: \mathcal{X} \times \mathcal{X} \rightarrow \mathbb{R}$ is a function that can be expressed as an inner product in another space $\mathcal{V}$ via $k\left(x, x^{\prime}\right)=\left\langle\varphi(x), \varphi\left(x^{\prime}\right)\right\rangle_{\mathcal{V}}$. Critically, one does not need to ever evaluate the map $\varphi\left(x^{\prime}\right)$, which is implicitly defined by the kernel. In some cases the kernel is straight forward to evaluate, even though the target space $\mathcal{V}$ implicitly defined by the kernel would be infinite dimensional.

The choice of the kernel is roughly the analog of the architecture of a neural network. It dictates the types of non-linearities the SVM can implement in the input space. It also provides an opportunity to encode prior knowledge from physics such as symmetries, length scales, etc. There are also connections between very wide neural networks with random weights and biases and the kernel of a Gaussian process [187-189], which, when applied to deep networks, lead to the concept of neural tangent kernel [190]. While it is beyond the scope of this chapter, the interested reader may also be curious to understand the connections as formalized in the language of Reproducing kernel Hilbert spaces (RKHS) [191].

Support vector regression There are a few flavors of SVR. In Vapnik's $\epsilon$-SVR formulation is similar to the picture for classification, but the boundary hyperplane serves as the prediction and the width of the margin for which there is no penalty is $\epsilon$. Again, one can introduce a non-linear $\operatorname{map} \phi(x)$ explicitly or implicitly via the corresponding kernel $k\left(x, x^{\prime}\right)$. One can view the predictive model as $\hat{y}(x)=w^{T} \phi(x)-b$ and the goal of the optimization problem is to minimize

$$
\begin{equation*}
\|w\|^{2}+C \sum_{i}\left(\xi_{i}+\xi_{i}^{*}\right) \tag{41.34}
\end{equation*}
$$

where $\xi_{i}$ and $\xi_{i}^{*}$ are slack variables associated to the model over or under-estimating $y_{i} \in \mathbb{R}$. The constrained optimization is subject to $w^{T} x_{i}-b-y_{i} \leq \epsilon+\xi_{i}, y_{i}-w^{T} x_{i}+b \leq \epsilon+\xi_{i}^{*}, \xi_{i}, \xi_{i}^{*} \geq 0$ for $i=1 \ldots, n$. The solution to the dual problem leads to a kernelized representation of the solution

$$
\begin{equation*}
\hat{y}(x)=\sum_{i}\left(\alpha^{*}-\alpha\right) K\left(x, x_{i}\right)-b \tag{41.35}
\end{equation*}
$$



Figure 41.2: Figure depicting the nonlinear SVM decision boundary in $\mathcal{X}$ (left) and the corresponding linear maximum margin classifier in $\mathcal{V}$ (right). Figure adapted from Kernel_Macine.svg Wikimedia Commons (CC BY-SA 4.0) by Cranmer.
where the $\alpha_{i}, \alpha_{i}^{*}$ are the parameters of the dual problem. In libraries like LibSVM the output of the algorithm is just $\alpha_{i}^{*}-\alpha_{i}$ for $i=1 \ldots, n$.

Kernel ridge regression Kernel Ridge Regression (KRR) uses the same model as in SVR; however, it uses a different loss function. KRR uses the squared error loss while support vector regression uses the $\epsilon$-insensitive loss function (i.e. no penalty is encured if the prediction is within $\epsilon$ ). Both are combined with 12 regularization (the $\|w\|^{2}$ term). While SVR leads to a sparse solution that only depends on the support vectors, it can be slow to solve the constrained convex optimization problem. In contrast, KRR can be done in closed-form and is typically faster to train for medium-sized datasets. The consequence is that the learned model is non-sparse and thus slower than SVR to evaluate at prediction-time.

Gaussian Process Regression (krigging) Another variation on kernel-based regression is Gaussian process regression (GPR), also referred to as krigging. Again the model is based on the kernel trick. While KRR aims to minimize the mean-squared error loss $\left(y_{i}-\hat{y}\left(x_{i}\right)\right)^{2}$ along with an 12 regularization term proportional to $\|w\|^{2}$, GPR elevates these terms to a probabilistic interpretation where the first is proportional to a $\log$-likelihood for Gaussian $\left.N\left(y_{i} \mid \hat{y}\left(x_{i}\right)\right), \sigma\right)$ likelihood and the second corresponds to the log of a Gaussian prior on $w_{i}$. This is related to the discussion on Tikhonov regularization found in Sec. 41.3.1.2. GPR goes further and uses a mean function $m(x)$ and kernel $k\left(x, x^{\prime}\right)$ to define a probabilistic model for $y(x)$ and $y\left(x^{\prime}\right)$ that includes correlations. For any finite number of points $\left\{x_{j}\right\}_{j=1, \ldots, m}$, the Gaussian process defines the joint distribution for the values that $f\left(x_{i}\right)$ might take. Typically, one specifies the prior mean $m(x)$ and prior covariance function $k\left(x, x^{\prime}\right)$ and then conditions on the training dataset $\left\{x_{i}, y_{i}\right\}_{i=1, \ldots, n}$. The posterior can then be evaluated for an independent set of points $\left\{x_{j}\right\}_{j=1, \ldots, m}$. The posterior mean is typically used as the prediction equivalent to SVR and KRR, but GPR also gives a meaningful notion of uncertainty in the predictions, and can be viewed as a realization of kernel Bayesian regression [192].

One advantage of GPR is that one can work with a family of kernel functions parameterized by some hyperparameters $\eta$. One can then optimize the hyperparameters via gradient-ascent on the marginal likelihood function. In contrast, hyperparameter tuning in SVR and KRR typically
requires a grid search or some other black-box optimization procedure evaluated on held out data or some form of cross-validation.

Rasmussen and Williams provides an excellent review of Gaussian processes [193]. Numerically, Gaussian Process libraries are confronted with computing the log determinant of the covariance kernel, which naively scales like $\mathcal{O}\left(n^{3}\right)$ in computational complexity. However, recently there have been a number of numerical advances that make these methods fast and scalable to large datasets $[194,195]$. While Gaussian Processes are used more widely in cosmology, they are not widely used in particle physics or astro-particle physics. Recent works explore the design of physics-inspired kernels and use Gaussian Processes to model the intensity for a Poisson point process like those found in experimental particle physics and $\gamma$-ray and X-ray astronomy [196-198]. Gaussian Processes are also extensively used in Bayesian Optimization (Section 41.3.3).

### 41.5.2 Decision trees

Tree-based models Classification and Regression Trees (CART) typically partition the input space into $J$ disjoint regions $\mathcal{X}=\mathcal{X}^{1} \cup \cdots \cup \mathcal{X}^{J}$ through a sequence of $J-1$ binary splits based on an individual components of $x \in \mathcal{X}$ (e.g. $x_{4}<0.7$ ) [199]. The model is piecewise constant and assigns the value $b_{j} \in \mathcal{Y}$ to the $j$-th terminal region $\mathcal{X}^{j}$. The model can be written

$$
\begin{equation*}
\hat{y}(x)=f_{\phi}(x)=\sum_{j} b_{j} \mathbf{1}\left(x \in \mathcal{X}^{j}\right) \tag{41.36}
\end{equation*}
$$

The parameters $\phi$ of the model comprise the components index and thresholds for the successive splittings and the coefficients $b_{j}$.

Tree learning refers to the algorithm used to choosing the tree structure and determining the predictions at leaf nodes. Optimization of the tree structure involves a difficult discrete optimization since the change in the loss with respect to the tree structure is non-differentiable and it is intractable to explore the combinatorially large space of possible trees with brute force. Therefore, the discrete optimization component of tree learning typically involves some approximate algorithm based on heuristics. In contrast, optimization of the $b_{j}$ for a given tree structure can exploit gradient-based optimization algorithms.

Common approaches to building the decision tree start with a root node and grow with splits based on individual attributes (components of $x$ ). These are referred to as top-down induction strategies. There are various impurity heuristics used for choosing the best attribute to split on such as the Gini index, cross-entropy and mis-classification error. Generally they aim to find a split that will refine the the terminal nodes such that they have higher purity than the parent node.

Because most tree learning algorithms consider splits aligned with individual feature components, there are some failure modes for tree-based models. However, tree-based models work well with tabular data that is composed of a mix of continuous and discrete features. Tools such as XGBoost [200] are widely used in data science competitions such as Kaggle and the boosted decision trees (BDTs) implemented in StatPatternRecognition [201] and TMVA [77] have been one of the most used techniques in particle physics [3].

Individual trees are often referred to as weak-learners and they can be combined in various ways described below. Regularization is also an important consideration with tree-based models as one can always learn a tree that assigns exactly one training dataset point per terminal node and memorize the training dataset exactly. One approach to this is called pre-pruning, which simply terminates the growing of the trees if the number of training samples reaching the terminal node drops below some threshold, the purity of a terminal nodes is below some threshold, or if the improvement in purity due to a proposed split is not above a threshold. Another regularization approach is called post-pruning, which uses a validation data set that is disjoint from the training
dataset to probe generalization performance. In this approach, after initially growing a tree with the training dataset, one considers a sequences of pruned trees where splits are removed based on some heuristic. One finds the tree in this sequence of pruned trees that minimizes the generalization error on the validation set. Alternatively, in tools such as XGBoost there is an explicit regularization term included in the loss function (see Eq. 41.43).

Ensemble methods The idea of ensemble methods is to combine multiple models into a more performant one by exploiting the bias-variance tradeoff [202]. This is most commonly achieved through averaging (e.g. bagging and random forests), which primarily reduces variance, or boosting (e.g. AdaBoost and gradient boosting), which primarily reduces bias. Here bias refers to the difference between the Bayes optimal model and the average model produced by the learning procedure with different training sets and variance quantifies how much the learned model varies from one training set to another.

The motivation of boosting is to combine the outputs of many "weak" models to produce a more expressive model. Compared to averagaing techniques like bagging and random forests, the model is built sequentially on modified versions of the data and the final predictions are combined through a weighted sum

$$
\begin{equation*}
\hat{y}(x)=\sum_{t=1}^{T} \beta_{t} \hat{y}_{t}(x) \tag{41.37}
\end{equation*}
$$

where $\beta_{t}$ expand the parameters of the model $\phi$.

Bagging The idea behind bagging (bootstrap aggregating) is to create $T$ bootstrap training datasets $B_{1}, \ldots, B_{T}$ drawn from the training dataset $\left\{x_{i}, y_{i}\right\}_{i=1, \ldots, n}$, then learn a model $\hat{y}_{t}$ for each, and finally construct an average model $\hat{y}(x)=(1 / T) \sum_{t} \hat{y}_{t}(x)$. If one had $T$ independent training datasets each of size $n$, then the bias of the average model would be the same as the original model, but the variance would be reduced by a factor of $T$. By using bootstrap resampling, the bias may increase but the reduction in variance often dominates, which leads to improved performance.

Random forests Random forests refers to a type of "perturb and combine algorithm" that combines bagging and random attribute subset selection. Again one builds trees $\hat{y}_{t}(x)$ from bootstrap training datasets $B_{t}$, but instead of choosing the best split among all attributes, one select the best split among a random subset of $k$ attributes. If $k$ includes all attributes, then it is equivalent to bagging.

AdaBoost In AdaBoost (adaptive boost) the sequence of trees $\hat{y}_{1}, \ldots, \hat{y}_{T}$ are trained with reweighted versions of the original training dataset such that the weight of individual training sample is based on the prediction error in the previous iteration [203]. This requires working with a loss function that and learning procedure for the individual iterations that is amenable to weighted training dataset $\left\{x_{i}, y_{i}, w_{i}\right\}_{i=1, \ldots, n}$. Incorporating the weights $w_{i}$ is straight forward when the risk is expressed as an expectation, since the emperical risk of Eq. 41.3 is just replaced with the weighted average. Similarly, the heuristic for many of the tree-based learning algorithms (e.g. the Gini index) also have natural generalizations with weighted events.

In the context of classification, the weighted error of the model $\hat{y}_{t}(x)$ is

$$
\begin{equation*}
\operatorname{err}_{t}=\frac{\sum_{i} w_{i}^{(t)} \mathbf{1}\left[y_{i} \neq \hat{y}_{t}\left(x_{i}\right)\right]}{\sum_{i} w_{i}^{(t)}} \tag{41.38}
\end{equation*}
$$

Based on this weighted error, the coefficient $\beta_{t}$ of the component $\hat{y}_{t}(x)$ in Eq. 41.37 is given by

$$
\begin{equation*}
\beta_{t}=\log \left(\frac{1-\operatorname{err}_{t}}{\operatorname{err}_{t}}\right) \tag{41.39}
\end{equation*}
$$

Then for the next iteration the weights of the misclassified events are updated as $w^{(t+1)}=w^{(t)} \exp \left(\beta_{t}\right)$ and then renormalized so that the sum of all weights is 1 . This reweighted dataset is then used to train the next model $\hat{y}_{t+1}(x)$ and the entire procedure is initialized with uniform weights $w_{i}^{t=0}=1 / n$.

There is an analogous procedure for regression with the squared loss function based on the residuals $r_{i}=y_{i}-\hat{y}_{t}\left(x_{i}\right)$ (see for example Ref. [77] for details).

Gradient boosting One of the most powerful forms of tree based models, which is implemented in the tool XGBoost is referred to as gradient boosting [204]. In this setup, the model is purely additive as in the case of random forests, so the model is Eq. 41.37 with all $\beta_{t}=1$. Note this is without loss of generality since the $\beta_{t}$ can be absorbed into the $b_{j}$ of Eq. 41.36. As with AdaBoost, the model is built sequentially through the sequence $\hat{y}_{1}, \ldots, \hat{y}_{T}$.

At each iteration, a new term $f_{t}$ will be added to the sum in Eq. 41.37. For a given decision tree defined by splits on attributes, one can approximate the objective function (the loss function $\mathcal{L}$ plus a regularization term $\Omega$ ) as a function of $b_{j}$ in a second order Taylor series:

$$
\begin{equation*}
\mathrm{obj}^{(t)}=\sum_{i=1}^{n}\left[\mathcal{L}\left(y_{i}, \hat{y}_{i}^{(t-1)}\right)+g_{i} f_{t}\left(x_{i}\right)+\frac{1}{2} h_{i} f_{t}^{2}\left(x_{i}\right)\right]+\Omega\left(f_{t}\right)+\text { constant } \tag{41.40}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{i}=\partial_{\hat{y}_{i}^{(t-1)}} \mathcal{L}\left(y_{i}, \hat{y}_{i}^{(t-1)}\right) \tag{41.41}
\end{equation*}
$$

and

$$
\begin{equation*}
h_{i}=\partial_{\hat{y}_{i}^{(t-1)}}^{2} \mathcal{L}\left(y_{i}, \hat{y}_{i}^{(t-1)}\right) \tag{41.42}
\end{equation*}
$$

In XGBoost, the regularization term is taken to be

$$
\begin{equation*}
\Omega(f)=\gamma J+\frac{1}{2} \lambda \sum_{j=1}^{J} b_{j}^{2} \tag{41.43}
\end{equation*}
$$

where $J$ is the number of terminal nodes in the tree. With the second-order approximation of the objective, one can directly solve for the optimal $b_{j}$ for the next tree and the corresponding value of the optimized objective function. The improvement in the objective function can then be used as a heuristic for choosing the best split. Specifically, define $G_{j}=\sum_{i \in I_{j}} g_{i}$ and $H_{j}=\sum_{i \in I_{j}} h_{i}$, where $I_{j}$ is the set of indices of data points assigned to the $j$-th leaf. The heuristic used in XGBoost for splitting a node is

$$
\begin{equation*}
\text { Gain }=\frac{1}{2}\left[\frac{G_{L}^{2}}{H_{L}+\lambda}+\frac{G_{R}^{2}}{H_{R}+\lambda}-\frac{\left(G_{L}+G_{R}\right)^{2}}{H_{L}+H_{R}+\lambda}\right]-\gamma \tag{41.44}
\end{equation*}
$$

This formula can be interpreted as the score on the new left leaf plus the score on the new right leaf minus the score on the original leaf minus a regularization penalty on the additional leaf. If the gain from splitting a leaf is smaller than $\gamma$, then the total Gain is negative and the split will not be added, which can be seen as implementing a form of pruning.

### 41.5.3 Neural networks

In this section we focus on the different types of components used in modern neural network architectures. Gradient-based optimization techniques are most commonly used for training neural networks, and they are described in Sec. 41.6.1. Similarly, other important aspects to effectively training neural network models such as parameter initialization, early stopping, etc. are discussed in Sec. 41.6.

The vanishing and exploding gradient problem is a common challenge for gradient-based optimization of neural networks and is described in Sec. 41.6.5. That problem is referred to repeatedly in this section because it has motivated the development of numerous architectural components described below.

### 41.5.3.1 Feed-forward multi-layer perceptron

One of the core components in neural networks is the fully-connected, feedforward network or multi-layer perceptron (MLP), which is composed of L layers: $f=f^{(L)} \circ \cdots \circ f^{(1)}$. The $l^{\text {th }}$ layer defines a function that maps a $d_{l-1}$-dimensional input vector, called features, to an $d_{l}$-dimensional output $f^{(l)}: \mathbb{R}^{d_{l-1}} \rightarrow \mathbb{R}^{d_{l}}$. A unit responsible for producing an individual output in $d_{l}$-dimesional output is called a neuron or a filter interchangeably. For $l<L$, the functions $f_{l}$ are called hidden layers, and the number of neurons $\left(d_{l}\right)$ is referred to as the width of the hidden layers. The layers in an MLP take on the form:

$$
\begin{equation*}
f^{(l)}(u)=\sigma^{(l)}\left(W^{(l)} u+b^{(l)}\right), \tag{41.45}
\end{equation*}
$$

where $W^{(l)} \in \mathbb{R}^{d_{l} \times d_{l-1}}$ is called the weight matrix, the components of the vector $b^{(l)} \in \mathbb{R}^{d_{l}}$ are referred to as the biases, $u \in \mathbb{R}^{d_{l-1}}$ is the input from the previous layer, $W^{(l)} u$ denotes a matrix-vector product, and $\sigma^{(l)}$ is a non-linear activation function that is usually applied elementwise. The parameters of the network comprise the full collection of weights and biases, $\phi=$ $\left(W^{(1)}, \ldots, W^{(L)}, b^{(1)}, \ldots, b^{(L)}\right)$.

### 41.5.3.2 Activation functions

The activation functions $\sigma$ in neural networks are nonlinear functions and key to the expressiveness of the resulting family of functions. Two traditionally used functions are logistic and hyperbolic tangent functions. These functions are bounded to be $(0,1)$ and $(-1,1)$ respectively, and are symmetric about the input value of zero. On the other hand, away from the zero input value, a gradient of both functions quickly vanishes and this poses a challenge in using gradient-based optimization method (see Sec. 41.6.1). This can be avoided, to some extent, by normalizing the input values and carefully initializing the values of $W^{(l)}$ and $b^{(l)}$. These are discussed in Sec. 41.6.7, 41.6.8 and 41.6.9. Yet, it becomes difficult to maintain a null input value for a deep neural network, a model with many layers. Instead, a popular choice for a deep neural network is Rectified Linear Unit (ReLU):

$$
\sigma(x)= \begin{cases}x & \text { if } x>0  \tag{41.46}\\ 0 & \text { otherwise }\end{cases}
$$

which computational cost is small and provides the gradient does not vanish for $x \in(0,+\inf )[205$, 206]. An alternative to preserve a non-zero gradient in negative input values are called Leaky ReLU and modifies the output to $0.01 x$ for $x \in(-i n f, 0)$ [207]. Another variant, called Parametric ReLU (PReLU), turns the coefficient 0.01 into a variable that is optimized as a part of the model during optimization [208].

The choice of activation functions depends on the model architecture and applications. As described, while the use of ReLU types are a typical choice for a deep neural network, a logistic function is a popular choice at the final layer for classification tasks. Recently, in the area of
neural scene representation, sinusoidal activation functions have been found to be surprisingly effective [209].

### 41.5.3.3 Softmax

A softmax function is often used to normalize elements of a discrete vector $u$, or to interpret the output as a probability over a set of $n$ discrete categories. Given a real-valued input vector $u \in \mathbb{R}^{n}$, the softmax function computes the output vector $v \in \mathbb{R}^{n}$ the $i$-th component is given by:

$$
\begin{equation*}
v_{i}=\frac{\exp \left(u_{i}\right)}{\sum_{j=1}^{n} \exp \left(u_{j}\right)} \tag{41.47}
\end{equation*}
$$

The result has the property that $v_{i} \in(0,1)$ and $\sum v_{i}=1$. The components of the input vector $u$ are often referred to as logits in reference to their connection to the logistic function used in logistic regression. The softmax function is commonly used as the last layer in multi-class classifier. The softmax is also used in the context of attention (see Sec. 41.5.3.11).

### 41.5.3.4 The rise of deep learning

There are a number of universal approximation theorems in the theory of neural networks. One of the first was that even with one hidden layer ( $L=2$ ), an MLP can approximate any continuous function if the non-linear activation function $\sigma$ not a polynomial and the width $d_{1}$ is large enough [210]. However, it is often more efficient (in terms of the number of parameters) to increase the depth of the network $L$ [211].

Training a deep network (i.e. $L>2$ ) that generalizes well can be more difficult, requiring large training datasets, many gradient updates, and suitable regularization. The introduction of large labeled training sets, advances in computing (e.g. graphic processing units or GPUs which enabled orders of magnitude acceleration in parallel computation including matrix multiplies [212]), development of ReLU, research progress in initialization and optimization algorithms for model parameters, and regularization techniques like dropout [13] all played an important role in the rise of deep learning $[2,213]$. Though the name deep learning was originally a reference to the depth $L$ of such networks, modern deep learning is characterized more by the composition of various types of modules that are trained through gradient-based optimization. Below we introduce some other common network architectures.

### 41.5.3.5 Convolutional neural networks

Convolutional Neural Networks (CNNs) are widely used for image-like data. They implement the convolution of the input image $u$ and a filter $W$ (also referred to as a kernel). The parameters of the filter are learnable and the convolution involves traversing over input and calculating the inner product of the filter $W$ with the part of the input in the receptive field, which has the same spatial shape as the filter and is centered at the target pixel. At each location - indexed by $i$ and $j$ below - there is a pixel that may have a vector of features associated with it. In the context of CNNs, these components of these features - indexed by $c$ and $c^{\prime}$ below - are often referred to as channels in reference to the red, green, and blue color channels in a traditional image. The convolution operation is often denoted with a $*$, and the result can be expressed as

$$
\begin{equation*}
v_{c}(j)=\left(W * u_{c}\right)(j)=\sum_{c^{\prime}} \sum_{i} W_{c, c^{\prime}}(i) u_{c^{\prime}}(" j-i ") \tag{41.48}
\end{equation*}
$$

where " $j-i$ " is shorthand for the pixel index corresponding to the translation from pixel $j$ to $i$. By repeating the operation over all pixels, the result of a kernel convolution is also an image as illustrated in Figure 41.3. Note that the the number of channels in the output $v$ does not need to


Figure 41.3: A pictorial description of a kernel convolution over four input pixels. It takes a product of the weight matrix (kernel) and the local input matrix centered at a target pixel. The operation is repeated over the input image using the same kernel. The size of the output image depends on the size of the kernel, stride, and padding. In this figure, the kernel size of 3 , stride of 1 , and padding of 0 is used.
be the same as in the input, and the collection of filters $W_{c, c^{\prime}}$ is often referred to as a filter bank. The entire image for a fixed channel index is often referred to as a feature map.

A key feature of the CNN architecture is that it is equivariant to translations, meaning that if the input image is shifted (e.g. $u(i) \rightarrow u^{\prime}(i)=u(i-k)$ ), then the output is also shifted by the same amount (e.g. $v(j) \rightarrow v^{\prime}(j)=v(j-k)$ ). This equivariance property is a natural consequence of using convolutions. A fully connected MLP would not generally have this symmetry; however, it is enlightening to imagine transferring the computation performed by a CNN to the weights and biases of a fully connected MLP, which would result in duplicating the weights of the filters multiple times. In this view, the CNN can be interpreted as a fully connected MLP with shared weights, which would maintain the equivariance property. This view is helpful for gaining intuition about the inductive bias of models and makes clear that a CNN is a subset of the fully connected MLPs that satisfy the translation equivariance property.

The discussion above makes it clear that CNNs will have fewer parameters than the corresponding fully connected MLP, which can alleviate the optimization challenge. In addition, the convolutional structure allows for data to be reused effectively as patterns in one part of an image in the training dataset effectively contribute to learning that pattern anywhere in the image. Larger kernel sizes allow for the filters to learn more complicated patterns, but at the expense of having more parameters and needing more data to train (the extreme case being a kernel size that is the the size of the entire image, which would be equivalent to a fully connected MLP). In practice, kernel sizes of 3 are popular, 5 is sometimes used, and larger kernels are rarely used.

A kernel convolution involves three hyperparameters, the size of kernel (typically an odd number so that the filter has an unambiguous center), stride, and padding. The stride is the number of pixels between each target pixel (i.e. the center of the filter). The stride size of 1 implies the target pixels are adjacent, and a stride of 2 implies skipping 1 pixel in between (along each spatial axis). Padding is an operation to expand the input image by a specified number of pixels (i.e. "padding size") for when the target pixel is near the edge and the filter would extend beyond the input image. In Figure 41.3, the input image is $4 \times 4$ pixels, the kernel is of size 3, and no (zero) padding is applied. The result is a smaller image. Alternatively, With the padding of size 1, the output would retain the $4 \times 4$ shape of the input image.

A kernel size of 1 is also frequently used and is referred to as a $1 \times 1$ convolution. While it cannot capture a geometrical features, it can perform linear operations on the input features, including increasing or decreasing the number of features. When combined with a non-linearity and stacked repeatedly this can be seen as a small MLP attached to an individual pixel, and for this reason the $1 \times 1$ convolution is sometimes referred to as a network-in-network [214]. This is often used to
extract more powerful features to be used by the latter layers, and also to compress features when the next layers may be computationally demanding such as a block of many convolution layers with a large kernel size [215, 216].

One may wonder how CNNs identify features with a spatial size larger than a typical kernel size. One mechanism for this is by stacking multiple convolutional layers - e.g. the composition of two $3 \times 3$ kernels will lead to an effective $4 \times 4$ kernel. In addition, a typical CNN architecture uses pooling (described below), which effectively down-samples the image so that it can be processed at different resolutions. The effective receptive field in the input image may be much larger than the kernel size in this case. An alternative approach is to use an inception module which is designed to extract features simultaneously using kernels of different size [215].

### 41.5.3.6 Pooling

Pooling plays an important role in convolutional neural networks both practically and in terms of their mathematical properties. A pooling operation is a type of aggregation or down-sampling that takes many pixels as input and produce one pixel for output. Typically, the pooling operation is applied independently for each channel or feature component. The most popular pooling operations are max and average pooling. Max-pooling picks the highest activation pixel value within the specified receptive field, while the average pooling computes the average pixel value in the receptive field. The idea of pooling generalizes to other architectures, including graph neural networks where the receptive field includes the neighbors of a particular node in the graph (see Sec. 41.5.3.14). The pooling operation gives rise to robustness of the model to small, local deformations in the input, a property called geometric stability [217-219]. This type of local deformation is important and distinct from the equivariance to rigid translations provided by the convolutional structure. Repeated pooling operations that eventually lead to a single feature vector with no spatial index is what gives rise to the invariance of common CNN architectures to translations (i.e. an image with a dog will be labeled 'dog' even independent of where the dog is in the image).

On the practical side, it is also beneficial to reduce the dimensionality of the input to a smaller hidden state representation. This can be done either a convolution operation with the stride size larger than 1 , or employing a pooling.

A typical CNN for extracting a 1-dimensional array of features is designed with repeating blocks of convolution layers and pooling operations [220]. Figure 41.4 shows an example evolution of a data tensor through the succession of a convolution and pooling operations in order to extract a 1 dimensional array of features, which then can be fed into a block of MLP for an image classification (or a regression) task. This type of an architecture is referred to as an encoder or feature extractor.

The reduction in the spatial size of an image is performed slowly, typically by a factor of 2 , which is the minimum possible reduction factor. After the reduction of the spatial extent, the number of channels is typically increased (also by a factor of 2 in most cases), converging one set of feature maps into a larger number of down-sampled feature maps. There may be more than one convolution layer within each spatial resolution (i.e. in between pooling operations). Following these design principles, CNN encoders typically become deep, consisting of dozens or sometimes hundreds of convolution layers, and face challenges of vanishing gradients problem (see Sec. 41.6.5). A standard practice to mitigate this issue is explicitly normalize the input tensor input at each convolution layer using algorithms like Batch Normalization. This will be discussed in Sec. 41.6.9.

### 41.5.3.7 CNN architectures for image analysis

There are three major categories of computer vision tasks where CNNs are often used:


Figure 41.4: An example CNN architecture to extract a 1-dimensional array of features from an image via succession of convolution layers and pooling operations. The (square) kernel, stride, and padding size of a convolution operation are 3,1 , and 1 in respective order. The pooling operation uses a square kernel size of 2 . The number of filters at the first convolution layer is 6 , and is increased by a factor of 2 at subsequent convolution layers.

- Image classification or regression requires a prediction of single value for the whole image (i.e. a category or target value)
- Object detection produces a list location information for arbitrary number of objects in the input image
- Semantic segmentation outputs an image of the same spatial dimension as the input, in which every pixel is segmented by a predicted value for a target task (classification or regression).

As discussed previously, a CNN feature extractor followed by MLP is often used for image classification and regression tasks in wide range of applications including particle physics. Many successful CNN architectures for object detection and semantic segmentation applications share key designs which we briefly discuss below.

Region Convolutional Neural Network (R-CNN) is one of the most successful design for object detection [221]. R-CNN is explored in HEP experiments where the number and location of signal (e.g. neutrino interactions) are not known apriori in large image data such as neutrino detectors [3,116, 222].

R-CNN consists of multiple CNNs. The first is a feature extractor which produces a spatially compressed feature tensor. The second CNN applies $1 \times 1$ convolution to predict two information: an object score which indicates whether there is an object in this (spatially compressed) pixel or not, and prediction of the location and size of a rectangular, axis-aligned bounding box that contains the object (if exists). This second CNN is called Region Proposal Network (RPN), and the bounding box is called Region of Interest (ROI). The the size of a bounding box is not directly solved by a regression. Instead, the model requires a set of pre-defined anchor boxes, which sizes and aspect ratios are hyperparameters, and predict the object score, location, and size (as a multiplicative factor to the defined anchor box) for each anchor box. This allows RPN to detect multiple objects with different aspect ratios even if they are within the same receptive field in the original input image. For each ROI with an object score above threshold (hyperparameter), the third CNN operates in the corresponding sub-field of an already-compressed tensor (i.e. by the first CNN) to perform a classification for an object inside the ROI.

This approach can produce multiple ROIs for the same object with a high overlap. Those predictions are reduced using Non-Maximum Suppression (NMS) algorithm. Given a list of bound-
ing boxes with confidence scores, NMS takes the box with the highest score, and computes the Intersection-over-Union (IoU) of this box and all the rest of boxes. Boxes with the IoU higher than a threshold (hyperparameter) are eliminated as they are likely to represent the same object. Then NMS repeats the same operation for the box with the second highest score among the remaining boxes. This is repeated till the list is exhausted.

U-Net is one of the of most successful models used for semantic segmentation [223]. As the output of U-Net is also an image, it gives some interpretability compared to models for an imagelevel classification or regression tasks. The model is used widely in HEP experiments in both 2D and 3D image data $[112,113,118,125,127]$.

The architecture of U-Net consists of a CNN encoder and decoder. A decoder consists of convolution and convolution-transpose layer (also called strided transpose-convolution, or rarely deconvolution). The operation of a convolution transpose can be seen an opposite of a convolution: for every pixel in an input image, its value is multiplied to the kernel and copied to the output. $3 x 3$ kernel in transpose-convolution layer fills $3 x 3$ pixels in the output tensor. The concept of padding and the stride are also applied to the output tensor. For instance, the stride 2 transpose-convolution fills $3 x 3$ fields centered at every other pixel (i.e. stride 2 ) for every input pixel. The spatial size of an output tensor is therefore determined by the spatial size of an input tensor, stride, and padding. In the decoder of U-Net, convolution-transpose layers are used to up-sample spatially compressed feature tensors back to the original image resolution. The stride size of a convolution-transpose layer is almost always 2 in order to slowly transform the spatial size, and standard convolution layers (with stride 1) are placed in-between up-sampling operations. Because the output of the decoder has the same size as the input image, features for every pixel can be used for either a classification or a regression task at the pixel-level.

The idea behind encoder-decoder architecture is to extract features in the encoder, and the decoder interpolates those features back to the original spatial resolution. The down-sampling operation (e.g. max-pooling) in the encoder is, however, a lossy process where spatial information is permanently lost. This prevents a simple encoder-decoder architecture to perform a semantic segmentation task at the level of precision required for science research and industrial use. Interesting observation made by the U-Net authors is a symmetry in the encoder-decoder architecture in which there are tensors of corresponding (i.e. the same) spatial size between two parts of the model. This observation inspired them to concatenate the intermediate tensors in the encoder block to the intermediate tensors of the corresponding size in the decoder block before convolution layers are applied in the decoder, which dramatically improved the performance of semantic segmentation. This is a type of a skip connection discussed below.

### 41.5.3.8 Residual networks and skip connections

The representation power of a neural network increases as more hidden layers are added, but gradient-based optimization of deep models can be notoriously difficult due to vanishing gradients (see Sec. 41.6.5). One of powerful techniques to address this challenge is a residual network (ResNet), which is a modular architecture design that can be applied to neural network models [216]. Suppose a $f^{*}(x)$ as the target transformation to be learned by a few stacked layers where $x$ is the input to the first layer. The authors of ResNet hypothesized that it may be easier for a model to learn a residual transformation $\tilde{f} x):=f^{*}(x)-x$, thus the objective to learn is $\tilde{f}(x)+x$ where $\tilde{f}(x)$ denotes the output of stacked layers. This form assumes $\tilde{f}(x)$ and $x$ share the same tensor dimension and size. If they differ in the feature dimension, equivalently the count of channels in an image tensor, one could use $1 \times 1$ convolutions to transform and match the dimension. The design is modular as it can be applied per a stack of convolution layers (e.g. U-ResNet introduced


Figure 41.5: Two types of skip connections: the top is from ResNet where the input is element-wise added to the output tensor of a block of convolution layers while the bottom shows a concatenation of the input to the output tensor as employed in other models including U-Net and DenseNet.
for LArTPC detectors uses ResNet modules within a U-Net architecture $[112,113]$ ) widely in the present applications.

The authors of ResNet successfully demonstrated an improved performance of some models at the depth exceeding 1000 layers where the non-residual counter part could not improve the accuracy beyond a few dozens of layers. This remarkable success was due to the skip connections in ResNet, namely the element-wise addition of the input to the output at each block of convolution layers as shown in Figure 41.5. Without the presence of the skip connections, the gradients from the loss function is forced to go through all convolution layers (i.e. the reverse direction of orange allows in Figure 41.5), which results in the gradient being altered at every convolution layer. The layers closer to the input receive altered gradients by the continuously updated weights of deeper layers, making conversion difficult and slow. The skip connections provides the path for the gradient to flow directly to the preceding layers. As a result, the gradient can flow more directly to preceding layers and allows simultaneous optimization across layers. It is possible, however, that some convolution layers in ResNet may learn an identity mapping, thus contributing no effect to solving a given task despite consuming computing power.

Another type of skip connections is a concatenation of feature maps, in which case the input and the output of a block of convolution layers do not necessarily have to have the same number of features. This is shown to be very powerful in number of popular model architectures including U-Net [223] and DenseNet [224]. In this case, the input features are re-used: the next block of hidden layers can learn an optimal way to combine the input and the output of the preceding block (i.e. it could learn a simple addition operation, which makes it identical to ResNet). In DenseNet, input to a convolution layer is concatenated with the output of all preceding convolution layers of the same spatial dimension, thus $x_{l}=f_{l}\left(\left[x_{1}, x_{2}, \cdots, x_{l-1}\right]\right)$ where $x_{l}$ is the output of $l$-th layer $f_{l}$ and $\left[x_{1}, \cdots, x_{l-1}\right]$ denotes a concatenation of the inputs. In U-Net, tensors from the encoder block are concatenated with the tensors in the decoder block where they have the same size in spatial dimensions. This was critical for achieving a high spatial resolution for semantic segmentation, a class of tasks in Computer Vision to classify every pixel in an image among the predefined set of types (semantics), because the geometrical features at each spatial resolution is otherwise lost via pooling operation in the encoder block [223].


Figure 41.6: Pictorial description of a RNN (on the left) which takes an input and produces an output at every step with a hidden-to-hidden connection. The right diagram is unrolled over discrete steps. The yellow box represents a cell: a set of operations unique to each architecture.

### 41.5.3.9 Recurrent neural networks

Recurrent Neural Networks (RNNs) [225] are a family of neural networks designed for sequential data (e.g. time series). Consider sequential data where $x_{t}$ represents each step in a sequence with $t \in[1, n]$. A typical RNN takes the following form:

$$
\begin{equation*}
h_{t}=g_{h}\left(h_{t-1}, x_{t}, \theta\right) \tag{41.49}
\end{equation*}
$$

where $h_{t}$ and $\theta$ denote the hidden state of the system and parameters of $g_{h}$, the RNN model. The term recurrent refers the nature of the model operating on the previous state of the system (and hence the whole history). RNNs operate on three types of tasks:

- One-to-many takes a single input and generates a sequence (e.g. generates a sequence data, such as a sentence or waveform, given a category).
- Many-to-one takes a sequence and generates an output (e.g. sequence-labeling).
- Many-to-many takes a sequence and generates a sequence where the length of input and output sequence may be same (e.g. classification of individual element in a sequence) or different (e.g. sequence to sequence mapping).
Figure 41.6 shows an example for a many-to-many task, where $\left\{x_{t}\right\}_{t=1: n},\left\{y_{t}\right\}_{t=1: n}$, and $\left\{h_{t}\right\}_{t=0: n}$ denote the inputs, outputs, and hidden states respectively. A set of operations at each time step is called a cell. A simple RNN cell may look like:

$$
\begin{align*}
h_{t} & =g_{h}\left(W x_{t}+V h_{t-1}+b\right)  \tag{41.50}\\
y_{t} & =g_{o}\left(U h_{t}\right)
\end{align*}
$$

where $W \in \mathbb{R}^{d_{h} \times d_{i}}, V \in \mathbb{R}^{d_{h} \times d_{h}}, U \in \mathbb{R}^{d_{o} \times d_{h}}$ are matrices $g_{h}$ and $g_{o}$ represent functions. $d_{i}, d_{h}$, and $d_{o}$ are the dimension of input, hidden state, and output. $b \in \mathbb{R}^{d_{h}}$ is a bias term. An example application is sequence-labeling where the goal is for $y_{t}$ to classify each input $x_{t}$ in the sequence. In that case, one might use $g_{h}=\tanh$ and $g_{o}=$ softmax and use a loss function that averages clasification accuracy over the sequence.

Variations in RNN architectures result from the design of cells (described below) and flow of information across the cells. For instance, a bi-directional RNN (Figure 41.7 left) employs two set of RNNs, one processing the sequence in the forward direction and the other in the backward direction, and the hidden states from both directions are then combined to capture the context from both parts of the sequence. An RNN encoder-decoder (Figure 41.7 right) use one RNN to generate a context vector that encodes the whole input sequence, and use a separate RNN to generate another sequence from the encoded context. This can be used for machine translation.


Figure 41.7: Bi-directional RNN (left) provides contexts in the preceding and subsequent parts of the input sequence. RNN encoder-decoder (right) can generate an output with a different sequence length from an input. Each cell in the decoder may take a previously generated element, starting from a special marker that signals the beginning of the sequence ( $\operatorname{BoS}$ ) and ending when the end of sequence is generated.

### 41.5.3.10 LSTM and GRU

An RNN applies the same functions $g_{h}$ and $g_{o}$ in Eq. 41.50 repeatedly for each element of the sequence. This repeated component is similar to the shared weights for a convolutional filter in a CNN.

A hyperbolic tangent (tanh) is traditionally a popular choice for $g_{h}$ as it regulates the magnitude of the hidden states and prevents it from diverging. Yet, this simple model is challenging to train for a long sequence of data $[226,227]$. This is partially due to the fact that tanh contributes to the vanishing gradient problem and because repeated multiplication of the same weight matrices (i.e. $V$ and $W$ in Eq. 41.50) can lead to gradients that can either explode or vanish (see Sec. 41.6.5). Additionally, the way the signal accumulates means that changes early in the sequence have different impact from changes late in the sequence.
Long Short-Term Memory (LSTM) [228] is a model designed to address the issue of vanishing gradient for RNNs. In this model, a context is introduced as a way to enable the model to hold long-term memory while the hidden states remain to hold short-term memory. The context $c_{t}$ and hidden state $h_{t}$ at step $t$ are computed as follows:

$$
\begin{array}{ll}
c_{t}=f_{t} \bigodot c_{t-1}+i_{t} \bigodot \tilde{c}_{t} \quad \text { where } \quad \begin{aligned}
f_{t} & =\sigma\left(W^{f} x_{t}+V^{f} h_{t-1}+b^{f}\right) \\
h_{t} & =o_{t} \bigodot c_{t}
\end{aligned} \quad=\sigma\left(W^{i} x_{t}+V^{i} h_{t-1}+b^{i}\right) \\
& o_{t}=\sigma\left(W^{o} x_{t}+V^{o} h_{t-1}+b^{o}\right) \\
& \tilde{c}_{t}=\tanh \left(W^{c} x_{t}+V^{c} h_{t-1}+b^{c}\right)
\end{array}
$$

where $\sigma$ and $\odot$ denote logistic function and an element-wise (i.e. Hadamard) product and $f_{t}, i_{t}$, and $o_{t}$ are referred to as gates. Each gate outputs a value between 0 and 1 , and is associated with unique weights, $W$ and $V$, and a bias $b$. One can see $c_{t}$ is a combination of the previous context vector $c_{t-1}$ and a new context vector $\tilde{c}_{t}$. The forget gate $f_{t}$ controls which and how much of the past context should be kept or forgotten. The input gate $i_{t}$ controls how much of the present context $\tilde{c}_{t}$ should propagate to the current state $c_{t}$. The output gate $o_{t}$ controls which and how much of the context vector should represent the present hidden state $h_{t}$. From Figure 41.8, one can see
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Figure 41.8: LSTM (left) and GRU (right) are both gated neural network designed to address a vanishing gradient problem for RNNs.
that the context vector $c_{t}$ evolves with a gated addition operation. As such, it can be seen as an uninterrupted path for gradients to flow. This is similar to a residual connection (see ResNet in Sec. 41.5.3.8), which enabled training of CNNs with thousands of layers.

Another gated model to solve a vanishing gradient problem is the Gated Recurrent Unit (GRU) [182]. The GRU is similar to the LSTM with a few simplifications: the GRU merges the context vector and the hidden states and combines three gates into two. As a result, it requires less computational resources while retaining a similar level of performance for long sequences. The GRU operations are defined as follows:

$$
h_{t}=z_{t} \bigodot h_{t-1}+\left(1-z_{t}\right) \tilde{h}_{t} \quad \text { where } \quad \begin{align*}
& r_{t}=\sigma\left(W^{r} x_{t}+V^{r} h_{t-1}+b^{r}\right) \\
& z_{t}=\sigma\left(W^{z} x_{t}+V^{z} h_{t-1}+b^{z}\right)  \tag{41.52}\\
& \tilde{h}_{t}=\tanh \left(W^{h} x_{t}+V^{h}\left(r_{t} \bigodot h_{t-1}\right)+b^{h}\right)
\end{align*}
$$

where $r_{t}$ and $z_{t}$ are referred to as reset and update gate. As one can see in Figure 41.6, the reset gate in GRU performs the same task as the forget gate in LSTM by removing or reducing the elements of its memory (i.e. the hidden state). The update gate $z_{t}$ determines the relative proportion of the previous hidden state $h_{t-1}$ and the new context $\tilde{h}_{t}$ to be mixed in producing the new hidden state.

In addition to sequential data, the LSTM and GRU units can be used for data that has a tree-like structure. In this setting, the networks are often referred to as recursive neural networks or TreeRNN and they have found applications in natural language processing and jet physics [153, 154, 229-231].

### 41.5.3.11 Attention

Many tasks encountered in machine learning can be divided into subtasks. For example, classifying each pixel of an image or element of a sequence, predicting a target for each node in a graph, etc.. For each subtask the model may need to draw upon information from the entire input, but some parts of the input will be more relevant than others. At some point, the model will need to
form a representation for the input as context for the subtask at hand. A fixed length vector $c$ as a global context for this subtask is possible, but this approach scales poorly as the size of the input and number of subtasks grow. Either the size of the global context must grow or it will not have the capacity to represent all the relevant information, which would lead to a degredation in performance.

The idea behind attention is intuitive: one still forms a representation for the entire input, but different parts of the input are weighted differently according to the task at hand. By making the weights a learnable component, the network can learn to attend to the relevant parts of the input. A softmax function is a natural way to represent attention as it assigns a positive value to each component of the input and sums to one. Then for the $i$-th task, one can simply form a task-specific context $c_{i}$ by computing the weighted average of the hidden state representations $h_{j}$ for each component of the input. Let $\alpha_{i j}$ be the weights assigned to the $j$-th input for the $i$-th task, such that $\sum_{j} \alpha_{i j}=1$. We can satisfy this naturally if for each $i$ the $\alpha_{i j}$ are computed from the logits $\beta_{i j}$ using a softmax function that normalizes by summing over $j$. Putting these ingredients together, we have the additive attention mechanism

$$
\begin{equation*}
c_{i}=\sum_{j=1}^{n} \alpha_{i j} h_{j} \quad \text { where } \quad \alpha_{i j}=\operatorname{softmax}\left(\beta_{i j}\right) \text { over } j \tag{41.53}
\end{equation*}
$$

As in the case of a multi-class classifier, the logits $\beta_{i j}$ can be computed from a network component with learnable parameters. For instance, in the case of a cell of an RNN encoder-decoder network (see Fig. 41.7) that is decoding element $i$ with an incoming input state $s_{i-1}$, the logits for the attention mechanism could be computed as follows

$$
\begin{equation*}
\beta_{i j}=U \tanh \left(W s_{i-1}+\tilde{W} h_{j}+b_{i}\right) \tag{41.54}
\end{equation*}
$$

where $U, W, \tilde{W}$ are the weights and $b$ is the bias term of the model. Fig. 41.9 from Ref. [232] illustrates the full attention mechanism. The idea was implemented by a model called RNNSearch which made a breakthrough in machine translation by combining a bi-directional RNN with an additive attention mechanism [233].


Figure 41.9: An illustration of the attention mechanism From Olah and Carter, "Attention and Augmented Recurrent Neural Networks". Lower boxes labeled A represent input elements in the sequence and upper boxes labeled B indicate output elements. The left-most line originating from the first B corresponds to the state $s_{i-1}$ in the text.


Figure 41.10: Visualization of the attention weights in a sequence-to-sequence problem taken from Olah \& Carter, "Attention and Augmented Recurrent Neural Networks" The thickness of the lines is proportional to the attention weights $\alpha_{i j}$.

We end this section by noting that the softmax $\alpha_{i j}$ can be used to visualize the influence of the $j$-th input element on the $i$-th output eleement, which improves interpretability of the model. An example of this from Ref. [232] is shown in Fig. 41.10.

### 41.5.3.12 Scaled dot-product attention

Shortly after the introduction of RNNSearch, the attention mechanism has been recognized as a powerful tool. One such variant is scaled dot-product attention, which is most widely recognized as the foundation of the Transformer architecture [234], which is described in more detail below.

In additive attention (Eq. 41.53) the hidden representations $h_{j}$ were combined through a weighted average based on the coefficients $\alpha_{i j}$, resulting in a task-specific context vector $c_{i}$. In the literature around scaled dot-product attention, multi-head attention, and transformers, the hidden states that will be combined are referred to as values, and they are often arranged in a matrix labeled $V \in \mathbb{R}^{m \times d_{v}}$, where the $m$ rows of the matrix correspond to individual hidden state vectors of length $d_{v}$. The $\alpha_{i j}$ can also be represented as a $n \times m$ matrix $\alpha$ resulting from applying the softmax function to the $n \times m$ matrix $\beta$, normalized independently for each row. With this notation, Eq. 41.53 could be rewritten as $c=\operatorname{softmax}(\beta) V$, where the softmax is normalized per row.

In scaled dot-product attention, the basic structure will be different, but instead of using an non-linear network component to compute the logits $\beta$ as in Eq. 41.54, the logits will be computed by forming a dot product between a in incoming query and a key. The set of $n$ query vectors can be arranged into the matrix $Q \in \mathbb{R}^{n \times d}$ and the set of $d$ key vectors can be arranged into the matrix (transpose) $K^{T} \in \mathbb{R}^{d \times m}$. When the dot product between a particular query vector $q_{i} \in \mathbb{R}^{d}$ and key vector $k_{j} \in \mathbb{R}^{d}$ is large, then the resulting logit $\beta_{i j}$ and attention weight $\alpha_{i j}$ will be large. One can interpret the keys as trying to detect certain types of queries and routing the attention to the relevant value. Typically, the dot-product is scalled by a factor of $1 / \sqrt{d}$. The resulting task-dependent context is $c_{i}=\operatorname{softmax}_{j}\left(q_{i} \cdot k_{j} / \sqrt{d}\right) v_{j}$, where $\operatorname{softmax}_{j}$ indicates that normalizing sum runs over the index $j$. A common, though sometimes confusing, notation is simply

$$
\begin{equation*}
c=\operatorname{Attention}(Q, K, V)=\operatorname{softmax}\left(\frac{Q K^{T}}{\sqrt{d}}\right) V, \tag{41.55}
\end{equation*}
$$

where $c$ is a $n \times d_{v}$ matrix organizing the $n$ context vectors of length $d_{v}$ that are taylored summaries of the input vector for each of the $n$ tasks.

### 41.5.3.13 Transformer and multi-head attention

The Transformer architecture is a powerful encoder-decoder model based on the scaled-dot product attention mechanism. It was originally designed for sequential data like RNNSearch, and subsequently used in other areas of research including computer vision. One advantage of scaleddot product attention compared to the approach used in RNNSearch (Eq. 41.54) is that computing the logits $\beta_{i j}$ (and thus the attention weights) does not involve any sequential processing. This allows the models to better leverage parallelism of the hardware to train much more expressive models than before. In place of the gated unites of an RNN that are key to avoiding the vanishing gradient problem, the Transformer architecture employs a residual connections at every attention module (i.e. the input tensor is added to the output as in Fig 41.5).

The second major ingredient in the Transformer architecture is the multi-head attention mechanism. A multi-head attention module executes multiple scaled dot-product attention in parallel. The query $Q$, key $K$, and value $V$ matrices in each scaled dot-product attention module is obtained by applying a linear transformation (with learnable weights) to the common $Q, K$, and $V$ input matrices. Each of them can be considered as a different (albeit rotated) perspective to derive attention.

For a sequence-to-sequence mapping task, the output of encoder is used to derive key $K$ and value $V$ matrices for the multi-head attention module in the decoder. The decoder is then responsible for mapping between the key-value features derived from the input (the encoder) and the queries from the decoder (which is still executed sequentially) in order to produce the final decoded output.

Finally, we note that the Transformer architecture does not just employ an attention mechanism in the decoder. By employing attention in the encoder as well the model has more capacity to "interpret" the input - a concept referred to as self-attention.

Models such as these have made breakthroughs in many areas of scientific and industrial research [235].

### 41.5.3.14 Graph networks and geometric deep learning

Graphs are a powerful data structure for representing structure data. A graph consists of nodes as elements and edges between between them. Graphs are sufficiently flexible to describe many types of structured data including images and sequences. Graph-based neural networks can also be seen as a generalization of many common types of machine learning models such as recurrent networks, convolutional neural networks, etc. [219]. The term geometric deep learning refers to this recent formulation that focuses largely on the symmetries of the data.

An earlier attempt to organize the variations on different flavors of graph-based neural networks can be found in Ref. [236]. In their formalism a Graph Network may be represented as $G(\mathbf{u}, V, E)$ where $\mathbf{u}$ represents an array of global features, $V=\left\{\mathbf{v}_{i}\right\}_{i=1: N^{v}}$ represents a set of $N^{v}$ nodes with $\mathbf{v}_{i}$ as features for the $i$-th node (e.g. such as RGB channels if a node represents a pixel in image data), and $E=\left\{\left(\mathbf{e}_{k}, r_{k}, s_{k}\right)\right\}_{k=1: N^{e}}$ represents a set of $N^{e}$ edges with $\mathbf{e}_{k}$ as features for the $k$-th edge. An edge may be (bi-)directional where $r_{k}$ and $s_{k}$ denotes the destination and origin nodes respectively. The features of a graph may evolve with three update functions $\phi$ and and three aggregate functions $\rho$ :

$$
\begin{array}{llll}
\mathbf{e}_{k}^{\prime}=\phi^{e}\left(\mathbf{e}_{k}, \mathbf{v}_{r_{k}}, \mathbf{v}_{s_{k}}, \mathbf{u}\right) & \mathbf{e}_{i}^{\prime}=\rho^{e \rightarrow v}\left(E_{i}^{\prime}\right) & \text { where } & E_{i}^{\prime}=\left\{\left(\mathbf{e}_{k}^{\prime}, r_{k}, s_{k}\right)\right\}_{r_{k}=i, k=1: N^{e}} \\
\mathbf{v}_{i}^{\prime}=\phi^{v}\left(\overline{\mathbf{e}}_{i}, \mathbf{v}_{i}, \mathbf{u}\right) & \overline{\mathbf{e}}^{\prime}=\rho^{e \rightarrow u}\left(E^{\prime}\right) & \text { where } & E^{\prime}=\cup_{i} E_{i}^{\prime}=\left\{\left(\mathbf{e}_{k}^{\prime}, r_{k}, s_{k}\right)\right\}_{k=1: N^{e}}  \tag{41.56}\\
\mathbf{u}^{\prime}=\phi^{u}\left(\overline{\mathbf{e}}^{\prime}, \overline{\mathbf{v}}^{\prime}, \mathbf{u}\right) & \overline{\mathbf{v}}^{\prime}=\rho^{v \rightarrow u}\left(V^{\prime}\right) & \text { where } & V^{\prime}=\left\{\mathbf{v}_{i}^{\prime}\right\}_{i=1: N^{v}}
\end{array}
$$

where $\mathbf{e}^{\prime}$, $\mathbf{v}^{\prime}$, and $\mathbf{u}^{\prime}$ denote the updated node, edge, and graph features. In Graph Networks, three types of information are updated in the following order. The first step is $\phi^{e}$ to update every
edge. The second step updates every node: for $i$-th node, compute $\rho^{e \rightarrow v}$ to aggregate updated attributes from the edges with $r_{k}=i$ then compute $\phi^{v}$ to update the node attributes. The third step updates the graph attributes through $\phi^{u}$ which takes the original state $\mathbf{u}$, aggregated node and edge attributes by $\rho^{v \rightarrow u}$ and $\rho^{e \rightarrow u}$ respectively.

Graph Neural Networks [237] (GNNs) are the class of neural networks that work on graphstructured data. A direct analog in Computer Vision and physics is the point cloud data type, which is an unordered set of points. Operations on point cloud need to be permutation invariant (e.g. min, max,,$+ \cdot$ ), and analysis of 3-dimensional physical object represented by point cloud need to be rotation and translation invariant as in the case for an image. PointNet [238, 239], a GNN that performs an object classification on point cloud of 3 -dimensional positions, treats each point as a node, applies MLPs as $\phi^{v}$ to update node features, and global max-pooling operation as $\rho^{v \rightarrow u}$. There is no explicit edge definition in PointNet (though the model applies affine transformation to all points using Spatial Transformer Network [240], which could be considered as a separate graph operation, to introduce rotation and translation invariance and to capture topological features). Deep Sets [241] follows the same manner except $\phi^{v}$ takes the global entities $\mathbf{u}$. This is same for PointNet when performing point cloud segmentation: $\phi^{v}$ takes a step of simply concatenating $\mathbf{u}$ to node entities to combine a local and global features. Dynamic Graph CNN [242] is a variant that (re)define edges dynamically using attention mechanism: $\rho^{e \rightarrow v}$ aggregates $k$ neighbor nodes where the inter-node distance is defined as a Cartesian distance in the feature space. $\phi^{v}$ remains a MLP and, while edges are defined, there is no associated entity. A similar technique is used in Non-Local Neural Network [243] to efficiently propagate local feature information to points that may be far in the 3D cartesian coordinate. Message Passing Neural Network [244] (MPNN) explicitly defines a feature vector as edge entities. In MPNN, $\rho^{e \rightarrow v}$ performs element-wise sum of features and feed into $\phi^{e}$, explicitly passing features across nodes as the name suggests. While these are representative models that are frequently used in particle physics applications [117, 121,132,142,156, 183, 245, 246], it is only a tiny fraction of GNN models developed over the past decade.

Graph-based models are particularly interesting for science applications because they often offer a natural way to organize the entities in the data and encode how those components should interact each other. This particular type of inductive bias is referred to as relational inductive bias in Ref. [237]. The structure of the graph is both an opportunity and a responsibility as one needs to define the graph structure including the edges to define the mode. A naive approach may be defining a fully-connected graph. However, for applications on hundreds of thousands of nodes (e.g. high resolution 3D point cloud), this may require a prohibitive amount of memory and computation. On the other hand, if the graph is too sparse, it may negatively impact the performance. One may need to compare the model performance among differently constructed graphs and balance against computational burden. Ideally the graph would be based on some knowledge of the interactions, but in the absence of such knowledge, popular graph construction methods include fully-connected, $k$-Nearest Neighbors, a Delaunay graph, and Minimum Spanning Tree.

Classification and regression tasks for graphs can be formulated such that the prediction is made for the entire graph or its individual nodes or edges. Graph-level prediction is like classifying an entire image, while node-level prediction is like semantic segmentation where individual pixels are classified. For clustering of points, GNNs can approximate a transformation function for nodes into the latent space where an optimal clustering of points can be performed. Alternatively, one can formulate clustering as an edge classification task. A comprehensive review on particle physics applications have been made available recently [247].

### 41.5.4 Deep generative models

Deep generative models are powerful machine learning models that can learn complex, highdimensional distributions and generate samples from them. Because of their inherently probabilistic formulation, generative models are rapidly becoming an indispensable tool for scientific data analysis in a range of domains. Generative models can be contrasted against discriminative models that are primarily used for supervised learning tasks. Roughly, discriminative models are used for prediction and $f(x)$ provides a point estimate of the target $y$, and they are more closely connected to function approximation. In contrast, generative models describe the data distribution $p(x)$ (or the joint data distribuiton $p(x, y)$ in a supervised setting). An enlightening discussion of these two approaches can be found in Ref. [10].

There are a number of different types of deep generative models that have various pros and cons as they do not all have the same capabilities. We will focus on Variational Auto-Encoders (VAEs) [248, 249], Generative Adversarial Networks (GANs) [250, 251], and Normalizing Flows (NFs) [252-256], though there other approaches have been explored in this quickly developing area of research. Consider these three distinct types of functionality:

- generation: ability to sample or "generate" a data point $x_{i} \sim p(x)$.
- likelihood for generated data: ability to evaluate the probability density (likelihood) $p\left(x_{i}\right)$ for a data point $x_{i}$ sampled from the model $x_{i} \sim p(x)$.
- likelihood for arbitrary data: ability to evaluate the probability density $p\left(x_{i}\right)$ for an arbitrary data point $x_{i} \in \mathcal{X}$.
Each of the models above can be used for generation; however, only normalizing flows provide all three capabilities. For reasons that we will describe below, GANs and VAEs do not provide a tractable likelihood function, and they are sometimes referred to as implicit models. This establishes a connection to simulation-based inference where most scientific simulators are also implicit models with an intractable likelihood. Because normalizing flows have a tractable likelihood, they can be trained via maximum likelihood (Eq. 41.18) as described in Sec. 41.3.2.1. GANs and VAEs, on the other hand, need to employ some other loss function to be trained. In the case of VAEs, training is based on the ELBO used in variational inference (see Sec. 41.3.1.3 and the discussion around the reverse KL divergence below Eq. 41.16). While GANs are also implicit models they data they can generate is typically restricted to a lower-dimensional manifold $\mathcal{M} \subset \mathcal{X}$, meaning that almost all real training dataset doesn't "live on" the subspace of possibilities that the model can produce. In this case, the liklelihood is for almost all data is zero, and so even ELBO-based training will not work. The breakthrough idea introduced in Ref. [250] was to use adversarial training where a classifier would be used to quantify how different the data generated from the model is from the data from the target distribution.

VAEs, GANs, and normalizing flows introduce a mapping $g(z, \theta)$ from a base random variable $z$ to the space of the data $\mathcal{X}$. The map $g(z, \theta)$ is typically implemented with a neural network. The random variable $z$ is sampled from some known base distribution $p(z)$ that is both easy to sample and has a density that is easy to evaluate. Typically, the base distribution is a multivariate normal.

In the literature on GANs and normalizing flows, this base random variable is often referred to as a latent variable and $p(z)$ is often referred to as a prior distribution, but this may cause confusion as the relationship between $z$ and the observed $x$ is deterministic. Typically, one would reserve the term latent variable for situations where one must marginalize (integrate) over $z$ to obtain the marginal likelihood as in $p(x)=\int p(x, z) d z$. In this integral would involve a delta function imposing the deterministic relationship $x=g(z, \theta)$. A more natural interpretation of the relationship between $x$ and $z$ is through the change of variables formula, which is the essence of normalizing flows.

In the case of VAEs, the one additionally adds some normally-distributed (Gaussian) random noise $\epsilon$ to the output so that $x=g(z, \theta)+\epsilon$. In this case, $x$ and $z$ are not deterministically related and $z$ is a legitimate latent variable in the model and $p(z)$ can be interpreted as the prior on that latent variable. In this case, the model can populate the full space of the data. Unfortunately, the marginal likelihood $p(x)=\int p(x, z) d z$ involves an intractable integral, thus maximum likelihood training is infeasible. However, the likelihood term $p(x \mid z)$ is tractable (i.e. the Gaussian noise), so training with the ELBO is possible.

Note that the dimensionality of of $z$ need not be the same as that of $x$. If $z \in \mathbb{R}^{q}$ and $\mathcal{X}=\mathbb{R}^{d}$ with $q<d$, then all points $g(z, \theta)$ will lie on a $d$-dimensional surface in $\mathbb{R}^{d}$. In the case of a VAE, the Gaussian noise $\epsilon$ means that the generted data $x$ will be distributed in a thin region around the surface defined by $g(z, \theta)$. The presence of a bottleneck (i.e. $q<d$ ) leads to advantages and disadvantages. The disadvantages for GANs is that the likelihood assigned to almost all real world data (i.e. data not generated by the model) will be zero, so training is more difficult and many tasks in probabilistic inference won't be applicable. However, often real world data is also effectively described by a low-dimensional subspace in the full space of the data - random images look like noise, while natural images are in some sense special. For this reason, images produced by GANs for instance often have better visual quality than those produced by other techniques. This points to the ambiguity encountered in quantifying how close two distributions are, and also motivates the use of distance measures such as the Earth Movers distance or Wasserstein distance [257, 258]. Conversely, the lack of a bottleneck (i.e. $q=d$ ) leads to very large models and scalability issues when the data is high dimensional.

Recent work has also focused on combining ideas from VAEs, GANs, and normalizing flows so that the generative model does involve a bottleneck but can still provide tractable likelihoods for density estimation restricted to that manifold [44,46,252,259,260]. Some of these models can also be used in the context of anomaly detection and out of distribution detection by identifying data that is off the manifold.

The parametrization of the mapping (the architecture of the neural network) should match the structure of the data and be expressive enough. For problems with explicit symmetries it is beneficial to include them into the architecture of the network explicitly, which restricts the allowed space of the models and matches their inductive bias (implicit regularization inherently built into the choice of architecture of the network) to the data. Different architectures have been proposed [255,261-263], and to achieve the best performance on a new dataset one needs extensive hyperparameter explorations [264].

### 41.5.4.1 Variational auto-encoders

The auto-encoder was described in Sec. 41.3.2.2 as model for compression and representation learning. The model is $f=g \circ e: \mathcal{X} \rightarrow \mathcal{X}$, where $e: \mathcal{X} \rightarrow \mathcal{Z}$ is referred to as the encoder and $g: \mathcal{Z} \rightarrow \mathcal{X}$ is referred to as the generator or decoder. The standard auto-encoder is not a probabilistic model, but additional probabilitic structure can be added.

One approach is VAE mentioned above [248,249]. By equipping the latent space with a prior distribution $p(z)$, the decoder of the auto-encoder $g(z, \theta)$ implies a distribution on a manifold in the output space $\mathcal{X}$. VAEs additionally add some normally-distributed (Gaussian) random noise $\epsilon$ to the output so that $x=g(z, \theta)+\epsilon$. This implies that $p_{\theta}(x \mid z)$ is a tractable quantity, and it is interpreted as the likelihood in this context.

In a VAE one also elevates the encoder to have a probabilistic form. Instead of encoding $z=e(x)$ in a deterministic way, one seeks a distribution over $z$ given $x$. A natural target for the probabilistic encoder would be to probabilistically invert the decoder. This inverse problem is
solved by the posterior distribution $p(z \mid x)$ via Bayes theorem

$$
\begin{equation*}
p(z \mid x)=\frac{p(x \mid z) p(z)}{p(x)} \tag{41.57}
\end{equation*}
$$

While the likleihood and the prior may both be tractable, the normalizing constant $p(x)=$ $\int p(x, z) d z$ involves an intractable integral (the same intractable integral that makes maximum likelihood training of the VAE infeasible).

One approach to Bayesian inference in these settings is variational inference (VI). In VI one approximates the posterior with some parametric family $q_{\phi}(z \mid x)$ in a parametric form, and then uses optimization to optimize the ELBO with respect to its parameters $\phi$.

$$
\begin{equation*}
\operatorname{ELBO}=\mathbb{E}_{q(z)} \log p(x \mid z)-D_{K L}[q(z) \| p(z)] \leq \log \mathbb{E}_{q(z)}\left[\frac{p(x, z)}{q(z)}\right]=\log p(x) \tag{41.58}
\end{equation*}
$$

where we used Jensen's inequality for concave functions (log) and the reverse Kullback-Leibler (KL) divergence term is

$$
\begin{equation*}
D_{K L}[q(z) \| p(z)]=\mathbb{E}_{q(z)}[\log q(z)-\log p(z)] \geq 0 \tag{41.59}
\end{equation*}
$$

In a VAE, the variational model for the posterior $q_{\phi}(z \mid x)$ is often assumed to be an uncorrelated Gaussian (this is often called mean field approximation) defined by the mean $\mu$ and variance $\Sigma$. Instead of optimizing the mean and variance independently for each $x$, VAEs use neural networks to predict the mean $\mu_{\phi}(x)$ and the variance $\Sigma_{\phi}(x)$. This is called amortized inference, since after an up-front training cost the approximate posterior $q_{\phi}(z \mid x)$ can be evaluated effeciently with a single forward pass of the neural network. Note the standard auto-enocder is recovered if one only used the mean $\mu_{\phi}(x)$ for the encoder and did not add noise $\epsilon$ to the decoder.

Both the probabilistic encoder $q_{\phi}(z \mid x)$ and the probabilistic decoder $p_{\theta}(x \mid z)$ are trained jointly by optimizing the ELBO. Unlike the standard auto-encoder, which only minimizes the reconstruction error, ELBO optimization of Eq. 41.58 has a trade-off between minimizing the reconstruction error in the first term (averaged over the approximate posterior $q(z)$ ), which encourages high quality reconstructions, and minimizing the KL divergence term, which forces the posterior $q(z)$ to be as close to the chosen prior $p(z)$, and thus controls the sample quality by matching the aggregate posterior with a chosen prior distribution [265]. This term regularizes the VAE latent space, such that every sample drawn from the prior $p(z)$ correspond to a valid sample. Successful VAE training requires to find a delicate balance between the two contributing terms to the ELBO. Whether the VAE training process succeeds in striking this balance depends on a number of factors, including the network architectures, the chosen prior and the class of allowed posterior distributions. Once trained, the VAE can be used as a generative model by sampling from the prior $z_{i} \sim p(z)$ and then decoding according to $p_{\theta}(x \mid z)=g(z, \theta)+\epsilon$.

VAEs allow for expressive architectures, enjoy the benefits of regularization through data compression and have a firm theoretical foundation. Compared to GANs [250], VAEs are of particular interest to the scientific community as they provide a lower bound to the marginal likelihood (albeit potentially with a large gap) and a posterior distribution for the latent variables.

It is also interesting to consider a special case of the auto-encoder and VAE where the encoder and decoder are restricted to be linear transformations, which is effectively PCA. In PCA the (linear) decoder can be written $g(z)=O z$, where $O$ is a matrix. As in the case of the auto-encoder, PCA is not a probabilitic model, but probabilistic structure can be added. Probabilistic PCA [266] assumes that the latent variables follow a Gaussian distribution with mean zero and covariance $\Lambda$, where $\Lambda$ is a diagonal matrix with the rank-ordered eigenvalues $\lambda_{i}$ along its diagonal. The true distribution of the PCA components may be non-Gaussian, but a Gaussian is the maximum entropy
approximation given their first two moments. Note that in Probabilistic PCA these moments are measured on training dataset (when finding the principal components).

One can generalize Probabilistic PCA to use non-linear encoder and decoder as in an autoencoder. A Gaussian prior is a poor ansatz for the latent space distribution of data proceed by an auto-encoder. Instead one can learn the density of the training samples in latent space using a normalizing flow. This model was introduced in $\mathcal{M}$-flows [46] and in Probabilistic Auto-Encoder (PAE) [44], which achieves similar performance to a VAE in terms of sample quality without explicit ELBO optimization. In all these cases the dimensionality of the latent space is a hyperparameter to be chosen or optimized by the user. Unlike a standard VAE, these models do not add noise to the decoded output, thus the data is strictly restricted to the manifold defined by the decoder $g(z, \theta)$. However, unlike a GAN there is a well defined way to take an arbitrary data point $x$, project it onto the manifold, and calculate the density of the data point projected onto the manifold. Thus these models can also be used in the context of anomaly detection and out of distribution detection by identifying data that is off the manifold.

### 41.5.4.2 Generative adversarial networks

GANs [250] also typically choose a low dimensional latent space $z$ with a known prior distribution $p(z)$, typically a normal (Gaussian) distribution with zero mean and unit variance. GANs do not add noise to the output $g(z, \theta)$, so the likelihood $p(x \mid z)$ (and marginal likleihood $p(x)$ ) for almost all of the data space is 0 , which precludes training by maximum likelihood and the ELBO. Instead of training on ELBO, GANs train on a dissimilarity measure defined implicitly by a discriminator $D(x)$ (also referred to as the critic). Calculating the dissimilarity often involves it's own learning problem (i.e. adversarial training of the discriminator).

The training is usually framed as a mini-max game

$$
\begin{equation*}
\min _{g} \max _{D} \mathcal{L}_{\mathrm{GAN}}=\min _{g} \max _{D}\left\{\mathbb{E}_{x \sim p(x)} \log D(x)+\mathbb{E}_{z \sim p(z)} \log [1-D[g(z)]]\right\} \tag{41.60}
\end{equation*}
$$

The goal of the discriminator is to distinguish between true and generated data, hence we want to maximize this loss with respect to $D$, assigning 1 to true data and 0 to generated data. The goal of generator is to fool the discriminator such that it cannot distinguish between true and generated data, hence we want to minimize this loss with respect to $g$ at fixed $D$. This can be viewed as a game theoretical setup in a zero sum game between generator and distriminator.

Instead of this game theory interpretation we can view the internal objective $\max _{D} \mathcal{L}_{\text {GAN }}$ as an implicit loss function that measures the dissimilarity between the target and generated distributions. The loss of Eq. 41.60 corresponds to the Jensen-Shannon (JS) divergence, which is a symmetrized form of KL divergence. However, JS divergence is hard to directly work with, and the adversarial training could bring many problems such as vanishing gradient, mode collapse (tendency of generator to cluster the samples around the training samples, with holes between them) and non-convergence [257, 258]. One of the core issues is that the distribution generated by the GAN is restricted to a manifold and the KL divergence isn't well defined in this case (because $p$ is not absolutely continuous with respect to $q$ ). To address these issues Wasserstein GANs train on

$$
\begin{equation*}
\min _{g} \max _{D} \mathcal{L}_{W G A N}=\min _{g} \max _{D}\left\{\mathbb{E}_{x \sim p(x)} D(x)-\mathbb{E}_{z \sim p(z)} D[g(z)]\right\} \tag{41.61}
\end{equation*}
$$

Here again the goal of discriminator is to make the loss as large as possible between the true data and the generated data, while the goal of generator is to make it as small as possible, so that the discriminator cannot distinguish between the two. There is no requirement for $D(x)$ to be between 0 and 1, which helps with the above mentioned problems of JS divergence. Instead, this is replaced with a requirement that $D(x)$ is 1-Lipshitz, i.e. the absolute value of the norm of the gradient of the discriminator output with respect to the input has to be less or equal to 1 .

Eq. 41.61 can be interpreted as the dual form of the 1-Wasserstein distance between the true and generated distribution [267]. Wasserstein distances are a measure of dissimilarity between two distributions used in the context of Optimal Transport, mathematical theory of how to optimally transport one distribution to another. Since the transport distance increases with the separation between the two distributions when they are non-overlapping, there is no gradient collapse that plagues other measures. In its primal form p -Wasserstein distance, $p \in[1, \infty)$, between two probability distributions $p_{1}$ and $p_{2}$, is defined as $W_{p}\left(p_{1}, p_{2}\right)=\inf _{\gamma \in \Pi\left(p_{1}, p_{2}\right)}\left(\mathbb{E}_{(x, y) \sim \gamma}\left[|x-y|^{p}\right]\right)^{\frac{1}{p}}$, where $\Pi\left(p_{1}, p_{2}\right)$ is the set of all possible joint distributions $\gamma(x, y)$ with marginalized distributions $p_{1}$ and $p_{2}$. In 1D the Wasserstein distance has a closed form solution via Cumulative Distribution Functions (CDFs), but this evaluation is intractable in high dimensions.

In the dual form of 1-Wasserstein distance, one instead maximizes Eq. 41.61 over all possible functions $D(x)$ that are 1-Lipschitz. One way to implement this is through weight clipping of the parameters of discriminator network, but a simpler solution is to add a gradient norm penalty term explicitly to the loss function [268].

Because of the discriminative nature of the dissimilarity measure defined in data space, GANs often generate more realistic samples than VAE or normalizing flows in high dimensions such as natural images. However, GANs do not provide an encoder from data to latent space, do not provide a tractable likelihood $p(x)$.
41.5.4.3 Normalizing flows, autoregressive models, and score based models

Normalizing Flows (NF) provide a powerful framework for density estimation and sampling [252256,269 ]. These models map the data $x$ to latent variables $z$ through a sequence of invertible transformations $f=f_{1} \circ f_{2} \circ \cdots \circ f_{n}$, such that $z=f(x)$ or $x=g(z)=f^{-1}(x)$. As in the VAE and GAN, $z$ is modelled as a random number with a simple base distribution $p_{Z}(z)$, which is typically chosen to be a standard normal (Gaussian) distribution. The probability density of the model be evaluated using the change of variables formula:

$$
\begin{equation*}
p_{X}(x)=p_{Z}(f(x))\left|\operatorname{det}\left(\frac{\partial f(x)}{\partial x}\right)\right|=p_{Z}(f(x)) \prod_{l=1}^{n}\left|\operatorname{det}\left(\frac{\partial f_{l}(x)}{\partial x}\right)\right| \tag{41.62}
\end{equation*}
$$

where we have added subscripts to $p_{X}(x)$ and $p_{Z}(z)$ for clarity. The Jacobian determinant det $\left(\frac{\partial f_{l}(x)}{\partial x}\right)$ must be efficient to compute for density estimation to be practical, and the transformation $f_{l}$ should be easy to invert for sampling. In contrast to VAE and GANs, standard normalizing flows preserve the dimensionality of the data space as they are invertible (though there are normalizing flows that are defined on lower dimensional manifolds embeded in the data space [44, 46, 252, 259, 260]). As such, they do not have the problems of GANs and VAEs they can be trained via maximum likelihood (Eq. 41.18) as described in Sec. 41.3.2.1.

There are several popular architectures of NFs. A method used by NICE, RealNVP and Glow [253-255] is to split the space into two disjoint sets $z_{1}$ and $z_{2}$, and then use an identity forward map $z \rightarrow x$ for $x_{1}, x_{1}=z_{1}$, and an affine transformation for $x_{2}$ of the form

$$
\begin{equation*}
x_{2}=\exp \left(s\left(z_{1}\right)\right) \odot z_{2}+m\left(z_{1}\right) \tag{41.63}
\end{equation*}
$$

where $\odot$ is elementwise product and $m\left(z_{1}\right), s\left(z_{1}\right)$ are neural networks. The Jacobian of this map is lower triangular, and its determinant is simply the product of elements along the diagonal, which is tractable, as is the inverse of the transformation. At the next layer one then performs a different split of dimensions into $z_{1}$ and $z_{2}$. The affine transformation can be further generalized to a nonlinear form using rational splines [270].

One can interpret the sequence of invertible transformations $f_{1} \circ f_{2} \circ \cdots \circ f_{n}$ as $n$ discrete time steps in a continuous flow. In particular, one can think of a continuous-time flow described by an ordinary differential equation (ODE) and then interpret the discrete time steps as the result of a numerical integration of that ODE. This is the approach taken by the Ffjord algorithm [271] and other variants.

A different approach creating a deep generative model with a tractable likelihood is to model $p(x)$ autoregressively as

$$
\begin{equation*}
p(x)=\prod_{i=1}^{n} p\left(x_{i} \mid x_{1}, x_{2}, \ldots, x_{i-1}\right) \tag{41.64}
\end{equation*}
$$

This form describes each new dimension conditionally on all previous dimensions. It can model a general likelihood $p(x)$ as a sequence of conditional 1 d distributions, whose conditional dependence on the parameters $x_{1}, x_{2}, \ldots, x_{i-1}$ can be modeled with neural networks. If $x$ is a time series this form imposes a causal structure where $x_{i}$ depends on all previous times $x_{j}, j<i$. WaveNet [272] and PixelCNN [273]) are two well known examples. Sampling from an autoregressive model is sequential, and can be slow in high dimensions. Inverse autoregressive flow reverses this process and makes sampling fast, but the likelihood evaluation is slow. Some normalizing flows have autoregressive coupling layers, such as Masked Autoregressive Flow (MAF) [269].

All of the methods above use maximum likelihood training of likelihood $p(x)$ against network parameters, so the training is to minimize KL divergence between the data distribution and a Gaussian in latent space. This can be overly sensitive to small variance directions that dominate the likelihood, without being sensitive to the global structure of the data. An alternative is to use Optimal Transport Wasserstein distance between the density of the generated samples and the data, which can be evaluated either in data space or in latent space. As Wasserstein distance is difficult to evaluate in high dimensions, one can instead use slices, 1d projections of the data along different directions in high dimensional space, to build the flow [45]. Along each slice direction one obtains the 1 d marginal distribution that can be mapped to a Normal distribution using a cumulative distribution function method. In 1d the Jacobian and the inverse transformation are tractable. The projection directions are chosen to maximize the sliced 1d Wasserstein distance between the data and the distribution generated by the samples, or between the inverse flow from the data to the latent space and the target distribution (typically chosen as the Normal distribution). Because this training is less sensitive to small variance directions than maximum likelihood training it achieves better results on anomaly detection tasks [45].

One can reduce the architectural restrictions imposed by normalizing flows or autoregressive models by modeling the "score" $\nabla_{x} \log p(x)$ instead of $p(x)$. Note this usage of the term "score" is non-standard and goes back to Ref. [274]; the standard use of the term score is theta of Eq. 41.26. Score-based training avoids the normalization requirement. Score based models learn gradients of $\log$ probability density functions on a large number of noise-perturbed data distributions, and then generate samples by Langevin-type sampling. The resulting generative models, called score-based generative models [275] or diffusion probabilistic models [276], have several advantages over existing model families. They achieve GAN-level sample quality without adversarial training, and enable exact log-likelihood computation through their connection to continuous-time flows, which can be represented as a probability flow ordinary differential equation [276]. The main advantage is that the distribution $p(x)$ can be specified solely by its gradient, which can subsequently be sampled from using Langevin dynamics. This is similar to the gradient based Monte Carlo Markov Chain methods (such as Langevin or Hamiltonian Monte Carlo) that sample from Bayesian posteriors without directly estimating the normalizing constant. This in turn enables more flexible model architectures than what can be used in normalizing flows or autoregressive models.

We end by noting that normalizing flows, autoregressive models, and other deep generative models that provide a tractable likelihood are incredibly powerful tools for simulation-based inference. They can provide surrogate models trained from large simulated datasets when the simulators have intractable likelihood functions, which is usually the case. As described in Sec. 41.3.5, one would like to work with models that can provide conditional density estimation in order to model either the likelihood $p(x \mid \theta)$ or the posterior $p(\theta \mid x)$ [56,57]. These techniques are being actively explored and applied to a number of scientific problems.

### 41.6 Learning algorithms

### 41.6.1 Gradient-based optimization

Given a parameterized model $f(x, \theta)$ and a loss function $\mathcal{L}(x, \theta)$, where $x$ and $\theta$ denotes data and model parameters, one way to optimize $\theta$ is to first apply an appropriate initialization, $\theta_{t=0}$ (e.g. Sec. 41.6.7 for neural networks), and perform an iterative update:

$$
\begin{equation*}
\theta_{t}=\theta_{t-1}-\lambda \nabla_{\theta} \mathcal{L}(x, \theta), \tag{41.65}
\end{equation*}
$$

where $\lambda$ is a small, real valued hyperparameter called learning rate. To see how this works, define $\delta \theta \equiv \theta_{t}-\theta_{t-1}$ and consider $\delta\left(\nabla_{\theta} \mathcal{L}(x, \theta)\right)$ :

$$
\begin{equation*}
\delta\left(\nabla_{\theta} \mathcal{L}(x, \theta)\right) \approx \delta \theta \cdot \nabla_{\theta} \mathcal{L}(x, \theta)=-\lambda\left|\nabla_{\theta} \mathcal{L}(x, \theta)\right|^{2} \tag{41.66}
\end{equation*}
$$

which would monotonically decrease the loss function, and locally move the parameter values in the desired direction of loss function minimization. This algorithm is called Gradient Descent. We note that $\lambda$ needs to be sufficiently small for the approximation to hold. When $\lambda$ is too large, this can be a cause of a gradient explosion discussed in Sec. 41.6.7.

### 41.6.2 Stochastic gradient descent

Stochastic Gradient Descent (SGD) follows GD but replaces the exact gradient term $\nabla_{\theta} \mathcal{L}(x, \theta)$ with a stochastic approximation, where we subsample the data in the loss function using $N$ samples, where $N<n$,

$$
\begin{equation*}
\nabla_{\theta} \mathbb{E}_{\hat{p}(x)} \mathcal{L} \approx \frac{1}{N} \sum_{i}^{N} \nabla_{\theta} \mathcal{L}_{i} \tag{41.67}
\end{equation*}
$$

where $\mathcal{L}_{i}$ is the loss function for data sample $i$. It should be noted that $N$ needs to be randomly and independently sampled for the approximation to hold. Implementation of SGD follows three steps: take new samples of size $N$, approximate the gradient, then update the parameters $\theta$.

In the case of optimizing the loss using a static database (i.e. one cannot take new $N$ samples for every update), mini-batch learning is often employed. This replaces the first step with a randomly sampled batch of data, which is a subset of all the samples in the database. In this case, however, since a batch of data used for each parameter update is not entirely independent, a model may overfit. In practice, a part of the whole dataset is reserved as a validation sample, and the model performance is carefully monitored during the optimization process to avoid overfitting via an early stopping criterion (see Sec. 41.6.6 and Fig. 41.11).

SGD with slowly decreasing learning rate can be shown to converge to a local minimum almost surely under mild conditions, and to a global minimum for unimodal loss functions. SGD may also prevent getting stuck in shallow local minima of the loss function, thereby reaching a better local minimum for multi-modal loss functions. The noise in SGD with a constant learning rate can be viewed as a form of Langevin dynamics, which under proper conditions on the learning rate and mini-batch size converges to the stationary posterior distribution of the weights [277]. Thus SGD at a constant learning rate can be viewed as a sampler bouncing around and exploring the
posterior surface for better solutions, descending onto the best found solution as the learning rate is decreased, a process related to temperature annealing in global optimization.

Another advantage of SGD is simply the computational cost: rather than evaluating the loss over all the data samples at each update, we use a small subset of data instead at each update. Furthermore, mini-batching can take advantage of vectorization libraries and GPU architectures. Large batch training requires specialized methods of training, such as Layer-wise Adaptivee Rate Scaling (LARS).

### 41.6.3 Optimization algorithms

GD and SGD are the basic building blocks for more advanced optimization algorithms. One can improve the convergence rate of gradient based optimization by considering the learning rate $\lambda$ to depend on individual $\theta_{i}$. Second order algorithms such as Newton's method take into account second order derivatives (Hessian) to find the minimum, and give an exact solution in a single update when the loss is quadratic around the peak. However, this requires a matrix inversion of the Hessian, which is exceedingly expensive in ML applications, where the number of network parameters is very large. As a consequence, second order optimization is rarely used in ML.

There are several improvements to the basic SGD even in the absence of Hessian information. Momentum based optimization takes a physics perspective of a viscous fluid in an external potential, where one updates current velocity with the potential gradient (force), followed by an update in position based on velocity. This approach therefore uses previous gradients in addition to the current one to compute a running average of the gradient, with a forgetting factor that controls how far back the averaging goes. This helps move faster towards the minimum in ravines, where gradient descent is usually inefficient due to the high condition number of the Hessian.

One way to make the learning rate dependent on $\theta_{i}$ is to consider the gradient norm squared $\left(\nabla_{\theta_{i}} \mathcal{L}\right)^{2}$. RMSprop learns its running average and then reduces the learning rate in directions with a large average gradient norm squared, thereby reducing the oscillations along that direction. ADAM (Adaptive Moment Estimation) combines the momentum and gradient norm ideas, computing running averages of both the gradient and the gradient norm squared, each with its own forgetting factor [278].

### 41.6.4 Automatic differentiation and back propagation

In practice, $f(x, \theta)$ might take a complex form and may include a large set of parameters. The term $\nabla_{\theta} \mathcal{L}=\nabla_{\theta} \mathcal{L}(f(x, \theta))$ requires computing partial derivatives with respect to individual parameter $\theta_{i}$. If $f$ is a composite model (i.e. $f=f_{n}\left(f_{n-1}\left(\cdots, \theta_{n-1}\right), \theta_{n}\right)$ ), and if all of $f_{i: 1, n}$ are differentiable, a chain rule can be applied:

$$
\begin{equation*}
\nabla_{\theta_{i}} \mathcal{L}=\frac{\partial \mathcal{L}(f(x, \theta))}{\partial \theta_{i}}=\frac{\partial \mathcal{L}}{\partial x_{n}} \cdot \frac{\partial x_{n}}{\partial x_{n-1}} \cdots \frac{\partial x_{i}}{\partial \theta_{i}} \tag{41.68}
\end{equation*}
$$

where $x_{n}$ denotes the output of $n$-th composite function $f_{n}$. In order to compute $\nabla_{\theta_{i}} \mathcal{L}$ for $f_{i}$, it needs computation of a gradient at all preceeding (or subsequent if seen in the forward context) functions. As the gradients accumulate across differentiable functions in the reverse order of the model composition, this technique is called back propagation [225]. An example of $f$ that satisfies conditions to apply back propagation is a neural network, which consists of repeating blocks of a (differentiable) activation function and an affine transformation.

When the model $f(x, \theta)$ is implemented as a computer program in practice, automatic differentiation (AD), also called algorithmic differentiation, is used to compute the derivatives. AD exploits the fact that any computer program consists of a sequence of elementary arithmetic operations (i.e. addition, subtraction, multiplication, division) and functions (e.g. log, exp, sin, cos) and apply chain rules to compute the target derivative. AD has advantages over traditional approaches
including symbolic and numerical differentiation. The symbolic differentiation faces a serious difficulty of converting a program into a single expression, and the numerical differentiation suffers from round-off errors. Finally, both methods scale poorly in speed of computation for calculating partial derivatives with a large number of inputs. AD delivers much faster speed and does not suffer from increasing errors for calculating higher derivatives.

There are two modes of AD: the forward and backward mode. Consider a composite function $\left.f(x, \theta)=f_{n}\left(f_{n-1}\left(\cdots f_{1}\left(x, \theta_{1}\right) \cdots\right), \theta_{n-1}\right), \theta_{n}\right)$. The forward mode applies the chain rule in the same order of the forward evaluation of $f$ by computing $\partial f_{1} / \partial x$ first, then $\partial f_{2} / \partial f_{1}$, and continue to $\partial f_{n} / \partial f_{n-1}$. The backward mode traverses the reverse direction: starting from the last (outer-most) function $\partial f_{n} / \partial f_{n-1}$, next $\partial f_{n-1} / \partial f_{n-2}$, and continue to $\partial f_{1} / \partial x$. Therefore, the back propagation of gradients can be implemented using the backward AD , in which the target variable to be differentiated is fixed and the derivative is computed with respect to each sub-expression recursively as shown in Eq. 41.68. The forward mode is simpler to implement as the order of gradient calculation follows the order of composite functions to be executed. The reverse mode typically requires less amount of computation than the forward mode, but more memory is required to store intermediate function output values to calculate derivatives efficiently. Another consideration is the mapping of dimensionality $f: \mathbb{R}^{k} \rightarrow \mathbb{R}^{\ell}$ as it concerns the number of variables to sweep from each end. The forward mode is efficient when $k \ll \ell$ while the reverse mode takes an advantage if $\ell \ll k$. For instance, in the case of an image classification where $(k, \ell)=$ (pixel count, 1 ), the reverse AD is more efficient.

### 41.6.5 The vanishing and exploding gradient problems

Gradient based optimization crucially depends on the size of gradient with respect to each model parameter. If the magnitude of gradient is too large with respect to the distance to an optimal parameter value, it may repeatedly overshoot the target and cause an oscillation preventing convergence. If the gradient is too small, it may take an impractically long time to converge. As shown in Eq. 41.68, the gradient of $i$-th function $f_{i}$ is a product of gradients from the subsequent functions. If those gradients are too large or too small, the magnitude can can either increase or decrease exponentially in the number of layers. These are called exploding and vanishing gradient problem respectively.

Modern deep neural networks consist with many composite functions (i.e. layers) and are particularly prone to this effect. Let us consider a simple RNN. From Eq. 41.50, we can write the back-propagating gradient:

$$
\begin{equation*}
\frac{\partial h_{t}}{\partial h_{t-1}}=\operatorname{diagonal}\left(f^{\prime}\left(W x_{t}+V h_{t-1}+b 1\right)\right) W \tag{41.69}
\end{equation*}
$$

where $f^{\prime}$ denotes the derivative of an activation function. The gradient of the contribution to the loss $\mathcal{L}_{i}$ from the $i$-th element in the sequence with respect to the $j$-th hidden state $h_{j}$ is therefore:

$$
\begin{equation*}
\frac{\partial \mathcal{L}_{i}}{\partial h_{j}}=\frac{\partial \mathcal{L}_{i}}{\partial h_{i}} V^{i-j} \prod_{j<t \leq i} \operatorname{diagonal}\left(f^{\prime}\left(W x_{t}+V h_{t-1}+b 1\right)\right) \tag{41.70}
\end{equation*}
$$

where we can see that $V$ contributes multiplicatively with $i-j$ powers when $i-j>1$. This example is explored in depth for recurrent models $[226,227]$ but is common for all types of deep neural networks.

In practice, one may explicitly inspect the magnitude of gradients propagating across layers to ensure an effective optimization. One way to mitigate an exploding gradient is to set the maximum gradient value $\delta_{\text {max }}$ as a model hyperparameter and clip any larger gradients $\delta$ where it appears in


Figure 41.11: An example instance of overfitting. The training loss (vertical axis) shown in blue decreasing over iterations (horizontal axis) while the loss values evaluated on test samples shown in orange start to increase at around 26,000 iterations as indicated by the vertical line.
the back propagation:

$$
\begin{equation*}
\delta=\frac{\delta_{\max }}{\|\delta\|} \delta i f\|\delta\|>\delta_{\max } \tag{41.71}
\end{equation*}
$$

This is called gradient clipping [227].
Alternatively, there are many architecture designs that are motivated by the vanishing and exploding gradient problem or which aim to help propagate gradients across many layers. These considerations drove the design of gated models like the LSTM and GRU for sequential data and also motivated the ReLU non-linearity. Other example architectural designs or components motivated by these considerations include identity mapping and skip connections used in ResNet, U-Net, and DenseNet, which allow gradients to flow across many layers.

Other factors contributing to vanishing and exploding gradient include initialization of model parameters and normalization of input data. These factors contribute in keeping the magnitude of activation, which also concerns the magnitude of gradient, within a reasonable range. A recommended practice for a gradient-based optimization of a neural network is to maintain the input values centered around zero and a similar level of covariance across the inputs (and the outputs that are the inputs to the next layer) [279]. These factors are discussed in the following.

### 41.6.6 Early stopping

Early stopping is a form of regularization used to avoid overfitting when an iterative method, such as gradient descent, is used as a learning algorithm. Imagine a plot of the training loss and test loss as a function of iterations (i.e. parameter updates). As learning proceeds, the training loss will generally decrease. However, the test loss will often decrease initially and then start to increase, which is the classic sign of overfitting as shown in Fig. 41.11. The basic idea of early stopping is simply to stop training before overfitting takes place. In some approaches to early stopping theoretical analysis of the learning problem provides a prescription for when to stop the
training [280]; however, the most straight forward approaches use a held-out validation dataset to monitor the generalization performance [281].

### 41.6.7 Initialization of model parameters

An improper initialization can slow down the optimization process or even result in a loss of convergence. While $b^{(l)}$ is typically initialized to zero, $W^{(l)}$ values need to be stochastic to avoid identical updates during optimization. One way is to sample $W^{(l)}$ from a zero-centered Gaussian distribution with a small variance (e.g. 0.01) [282]. However, this method does not guarantee the same variance in the input to each layer, which depends on the size of the input layer, and makes it difficult to train a deep neural network [220]. The Xavier initialization takes this into account and sets the variance of a Gaussian distribution to be $\sigma^{2}=1 / d^{(l-1)}$ assuming a symmetric activation function around zero, such as a logistic function or hyperbolic tangent [283]. The He initialization uses the variance $\sigma^{2}=0.5 / d^{(l-1)}$, and is a simple extension of Xavier initialization for leaky, parametric, and standard ReLU activation [208].

### 41.6.8 Input normalization

Input data to a neural network is often pre-processed for the same goals discussed previously: values are shift to have the mean of zero and scaled to keep a similar covariance across features. Furthermore, a data may be transformed using techniques including PCA and whitening (sphering) to keep input features independent and uncorrelated from each other [279].

### 41.6.9 Batch normalization

Even with careful normalization of the input data and initialization of model parameters, the mean and covariance of the data representations in hidden layers will evolve during training and may pose challenges for learning for downstream layers. This is called an internal covariate shift [284] and may cause negative effects to an optimization process. Accordingly, techniques to explicitly normalize features in between hidden layers are often employed for a deep neural network. One of them is Batch Normalization, which shifts and scales the input to a hidden layer:

$$
\begin{equation*}
\tilde{u}^{(l)}=\gamma \frac{u^{(l)}-\mu_{B}}{\sqrt{\sigma_{B}^{2}+\epsilon}}+\beta \tag{41.72}
\end{equation*}
$$

where $u^{(l)}$ and $\tilde{u}^{(l)}$ refer to the raw and normalized input to the $l$-th layer, $\mu_{B}$ and $\sigma_{B}$ represent the mean and mean-squared-error of $u^{(l)}$ calculated using a batch of input data used to update the network parameters. $\gamma$ and $\beta$ are part of model parameters that are updated during the optimization. After optimization is complete, these parameters are fixed for model evaluation during production. $\epsilon$ is a small, fixed constant value to ensure numerical stability. While it is popular (especially in Computer Vision), a downside of BN is its dependency on the batch size. In situations where the batch size is limited to be a small number (e.g. memory limitation for a large data or a model), the performance using BN could degrade since $\beta$ and $\gamma$ values may not be generalized for the dataset during training.

There are several variants to batch normalization with considerations on how to group a subset of values in $u^{l}$. For instance, an image naturally has three groupings: a set of pixels across spatial axis, features within one pixel (i.e. image channels), alongside with a grouping across multiple images (i.e. batch). Different groupings have been studied and found and some are found effective to particular type of applications: Layer Normalization groups values along the channel and spatial dimensions [285], Instance Normalization groups along the spatial dimension but not along the batch nor channel [286], and Group Normalization is similar to Layer Normalization but forms multiple sub-groups of channels [287]. These variants does not apply normalization across samples within a batch, and thus agnostic to the batch size.

### 41.6.10 Transfer learning: pre-training and fine-tuning

Transfer learning is a technique to improve performance and accelerate optimization process by reusing a pre-trained machine learning model for a new task. Two tasks and data sets for each task may be different: the idea is that fundamental features may be reusable across different data and tasks. Transfer learning typically takes two steps: the first is to alter the model or data if necessary, then train (fine-tuning) the model. The first step is required, for example, when solving a different task that requires a different architecture (e.g. regression v.s. classification), or when input data format requires a change (e.g. original model trained on three channel image, such as RGB images, while new data has a single channel). Transfer learning has been widely practiced in the field of Computer Vision where large, labeled data sets are available [288-291]: a CNN trained for classifying images of an animal can be largely reused for object detection, or even for analyzing image data in science (e.g. particle trajectories recorded by an imaging detector). It is a critical aspect for the development of generic AI as well as interdisciplinary sharing of models across research fields.

For sequential models, transfer learning had been challenging before the appearance of Transformer. While Transformer was initially introduced for machine translation, Generative Pre-trained Transformer (GPT-1) showed that the model can be generalized to multiple NLP tasks by achieving the state-of-the-art in several seemingly different tasks including a sentence classification, semantic similarity, question answering and commonsense reasoning [292].

### 41.6.11 Zero, one, and a few shot learning

Fine-tuning (and thus transfer learning) may not be necessary if model is well generalized: humans can picture an imaginary animal in mind just from descriptions, or perform a task that he or she has never done before. One-shot learning is an extreme case of transfer learning where only one example is presented at the fine-tuning stage [293]. A similar variant is called a few-shot learning (fine-tuning using a few examples). This is possible only if the model has already learned the solution during the pre-training and the example is used to map the solution to the task. Zeroshot [294-296] learning is even more extreme where the model is given a new task without any example. This is only possible if the task is already learned during the pre-training in an implicit or unsupervised manner since zero-shot training implies that the model was never trained for the task.

### 41.7 Incorporating uncertainty

A fundamental aspect of data analysis is the quantification of uncertainty. This broad topic includes the traditional distinction between statistical and systematic uncertainty, procedures for propagation of errors, and the incorporation of uncertainty in to the statistical models (e.g. with nuisance parameters) that are used in Bayesian or frequentist statistical procedures (see Sec. 40). Accounting for systematic uncertainty can be seen as a requirement, but ideally systematic uncertainties are also taken into account in the design of the analysis so as to mitigate their effect. The introduction of machine learning into the analysis pipeline requires revisiting the techniques used for uncertainty quantification and exposes many fundamental issues that have nothing to do with the use of machine learning per se. See Ref. [297] for a recent review on this topic.

In machine learning research and industrial settings, the mismatch between the data distribution $p_{\text {train }}(x, y)$ used for training and the data distribution $p_{\text {prod }}(x, y)$ that the model will be applied to in production is referred to as covariate shift or domain shift. For example, one might train a classifier to identify cats and dogs with images from a well lit studio and then apply the classifier on images taken in doors with poor lighting conditions and a scratched lens. Not surprisingly, the mis-classification rate of the classifier will be different between the two settings.

Physicists are keenly aware that the simulations that we use to describe the data are not perfect,
and this mismodelling corresponds to a large fraction of the of systematic uncertainties accounted for in published works. Since simulated data is often used to train machine learning models (i.e. $\left.p_{\text {train }}(x, y)\right)$, it is important to understand and account for how this mismodelling will influence results when applied to real data (i.e. $p_{\text {prod }}(x, y)$ ).

One of the primary approaches to incorporating this type uncertainty is to introduce nuisance parameters $\nu$ corresponding to the uncertain inputs to the simulation and to parameterize various types of perturbations (e.g. corrections to efficiencies, energy scales, etc.) in hopes that the resulting family of distributions $p(x \mid y, \nu)$ is flexible enough to encompass the true data distribution for class $y$. In this approach one does not have just two "domains" for the data (i.e. $p_{\text {train }}$ and $p_{\text {prod }}$ ), but a continuous family of domains parameterized by the nuisance parameters $\nu$.

With this framing in mind, there are several approaches to incorporating uncertainty into an analysis that includes ML-based components:

- propagation of errors: one works with a model $f(x)$ and simply characterizes how uncertainty in the data distribution propagate through the function to the down-stream task irrespective of how it was trained.
- domain adaptation: one incorporates knowledge of the distribution for domains (or the parameterized family of distributions $p(x \mid y, \nu)$ ) into the training procedure so that the performance of $f(x)$ for the down-stream task is robust or insensitive to the uncertainty in $\nu$.
- parameterized models: instead of learning a single function of the data $f(x)$, one learns a family of functions $f(x ; \nu)$ that is explicitly parameterized in terms of nuisance parameters and then accounts for the dependence on the nuisance parameters in the down-stream task.
- data augmentation: one trains a model $f(x)$ in the usual way using training dataset from multiple domains by sampling from some distribution over $\nu$.

In this setting it is best to consider the trained model $f(x)$ or $f(x ; \nu)$ to be a fixed function and decouple the variability associated to training or the choice of architecture. The fact that one could have chosen a different architecture or learning algorithm should be treated in the same way as other choices that are made in the data analysis pipeline. While it is reasonable to want downstream inference and decisions to be robust to these choices, they are of a different nature than the uncertainty in the modelling of the data distribution. We return to this point in Sections 41.7.5 and 41.7.6.

### 41.7.1 Propagation of errors

In this Section we consider the common scenario in which one has used some machine learning technique to train a model $f(x)$ for classification or regression and wants to assess the sensitivity of the output of $f(x)$ to uncertainty in the input $x$. We regard the function $f(x)$ as fixed and we are not concerned with how the model was trained.

Propagating uncertainty through a ML-based model $f(x)$ is not fundamentally different than for any other function, and one can use the standard propagation of errors formula of Sec. 39.2.1. As always, it is important to recognize the limitations of the propagation of errors formula, which is accurate when the uncertainty on $x$ is Gaussian and the function $f(x)$ is approximately linear within the region set by the uncertainty on $x$.

Similarly, classifiers are often used for particle identification or event selection. In that case, one is primarily interested in the efficiency $\epsilon$ to satisfy a cut on the classifier output. The efficiency depends on the distribution $p(x \mid y)$ through the equation $\epsilon_{y}=P\left(f(x)>f_{\text {cut }} \mid y\right)=\int H(f(x)-$ $\left.f_{\text {cut }}\right) p(x \mid y) d x$, where $H$ is the Heaviside step function and $y$ is an index or label for the category of data that is being considered (e.g. signal or background, electron or jet, etc.). Thus, the question in this context is what is the uncertainty on the efficiency $\epsilon_{y}$ due to uncertainty in the distribution
$p(x \mid y)$. In practice, the quantification of the uncertainty in the efficiency $\epsilon_{y}$ is usually based on either a calibration measurement on real data or estimated with simulated data. These procedures typically treat the classifier as a black-box, and thus nothing precludes using those procedures on a ML-based classifier. An early example of this approach for b-tagging can be found in Ref. [298].

In the case where simulation is used to estimate the efficiency $\epsilon_{y}$ and its uncertainty, one usually varies nuisance parameters $\nu$ associated to the simulation. One then uses simulated samples to approximate $\epsilon_{y}(\nu)=P\left(f(x)>f_{\text {cut }} \mid y, \nu\right)=\int H\left(f(x)-f_{\text {cut }}\right) p(x \mid y, \nu) d x$. Again, the procedure for incorporating uncertainty isn't fundamentally different if the classifier $f(x)$ is based on machine learning or a hand-crafted observable.

### 41.7.2 Domain adaptation

While estimating the uncertainty for a ML-based model is not fundamentally different than any other hand-crafted observable used for regression or classification, the worry of many physicists is that by working with a high-dimensional set of features $x$ that one is more susceptible to mismodelling of subtle correlations. This is a valid concern, and it should be appreciated that a great deal of prior knowledge and physical insight goes into the construction of hand-crafted observables so that they will be robust to the most uncertain aspects of data. However, much of this craft is based on heuristics that are difficult to systematize. Furthermore, one can only validate that such an observable is robust if one can explicitly evaluate the performance for a perturbed distribution. Thus in the settings where one can validate the robustness to a perturbed scenario $\nu_{0}$, one must have access to $p\left(x \mid y, \nu_{0}\right)$.

One approach to formalize this type of robustness is to consider the dependence on the distribution of the output of the model $f(x)$ to the nuisance parameters. In statistics, if the distribution of $f$ is independent of the nuisance parameters, then $f$ is referred to as a pivotal quantity. This is a property that we can incorporate directly into the training procedure to target a particular notion of robustness. The authors of Ref. [299] introduced an adversarial approach (similar to what is used in the generative adversarial network of Sec. 41.5.4.2) to penalize a model during training if the distribution of the output varies with the nuisance parameters. To construct the training dataset $\left\{x_{i}, y_{i}, \nu_{i}\right\}_{i=1, \ldots, n}$, one must sample $y$ and $\nu$ according to some proposal distribution (similar to a prior, but only used for the creation of training dataset, not necessarily for statistical inference), corresponding to a joint distribution $p(x, y, \nu)$. Instead of minimizing the target loss $\mathcal{L}_{f}$ (e.g. crossentropy, squared-error, etc.) with respect to the parameters $\phi_{f}$ that parameterize the model $f$, one trains with a minimax strategy that also includes an adversary $q$ with parameters $\phi_{r}$. The trained model is characterized by the saddle point

$$
\begin{equation*}
\hat{\phi}_{f}, \hat{\phi}_{r}=\arg \min _{\phi_{f}} \arg \max _{\phi_{r}} E_{\lambda}\left(\phi_{f}, \phi_{r}\right), \tag{41.73}
\end{equation*}
$$

where the value function $E_{\lambda}$ includes the target loss as well as a regularization term associated to the adversary

$$
\begin{equation*}
E_{\lambda}\left(\phi_{f}, \phi_{r}\right)=\mathcal{L}_{f}\left(\phi_{f}\right)-\lambda \mathcal{L}_{r}\left(\phi_{f}, \phi_{r}\right) \tag{41.74}
\end{equation*}
$$

The constant $\lambda$ is a hyperparameter, since generially there is a tradeoff between the two terms and only in special cases can the model that minimizes $\mathcal{L}_{f}$ also be a pivotal quantity. The regularization term

$$
\begin{equation*}
\mathcal{L}_{r}\left(\phi_{f}, \phi_{r}\right)=\mathbb{E}_{p(x, y, \nu)}\left[-\log q_{\phi_{r}}\left(\nu \mid f_{\phi_{f}}(x)\right)\right] \tag{41.75}
\end{equation*}
$$

is an example of conditional density estimation (see Sec. 41.3.2.1), where the model $q_{\phi_{r}}(\nu \mid f)$ is trying to predict the distribution of the nuisance parameter $\nu$ given the output of the model $f(x)$. This term is maximized when $f$ is independent of $\nu$. Earlier work had also used an adversarial technique for domain adaptation, but was limited to just two domains [300-302], while here $\nu$ parameterizes
a continuous family of distributions and can have multiple components corresponding to different sources of uncertainty. Furthermore, the previous work aimed to make the distribution for a highdimensional, intermediate representation of the data be invariant to the domain shift as opposed to just the final output $f(x)$.

One way of interpreting Eq. 41.73 is that the goal is to minimize a regularized loss function $\tilde{\mathcal{L}}\left(\phi_{f}\right)=\arg \max _{\phi_{r}} E_{\lambda}\left(\phi_{f}, \phi_{r}\right)$, where the optimization with respect to $\phi_{r}$ is not exposed. This motivates another approach in which the regularization is not achieved through a learned adversary, but by a measure of discrepancy between distributions that can be computed directly from samples. In particular, the authors of Ref. [303] proposed the use of distance correlation to avoid what can be a challenging min-max optimization problem.

In either case, the optimization of the hyperparameter $\lambda$ is based on the downstream task. For example, in Ref. [299] considered the case where $f$ was a signal vs. background binary classifier where the nuisance parameter $\nu$ was associated to uncertainty in the background model. The hyperparameter $\lambda$ was then optimized to maximize the approximate median significance (AMS). Similarly, the authors of Refs. [304] and [303] considered new physics searches in the context of boosted jet tagging, where the hyperparameter controls the sculpting of the side-bands used for background estimation.

While these strategies modify the training procedure so that the sensitivity to the nuisance parameters is reduced, it does not typically eliminate it. As a result, one still needs to propagate the uncertainty in the data distribution through the learned model as described in the preceding section.

Note, this adversarial technique has also been employed in other settings where one would like to decorrelate the output of the classifier with an observed quantity so that it can be used for background estimation [304]. Widely used alternative approaches to decorrelation include uboost [305] and DDT [306]. Other examples of the domain adaptation and decorrelation use cases from the Living Review include [299, 303-318].

### 41.7.3 Parameterized models

An alternative to learning a model $f(x)$ that is pivotal - i.e. whose distribution is independent of the nuisance parameter $\nu$ - is to learn a family of models $f(x ; \nu)$ that is parameterized in terms of the nuisance parameters. In general, there is a tradeoff between the two terms of Eq. 41.74 for a single model $f(x)$. In a parameterized model, $f(x ; \nu)$ optimizes the performance of the model for every value of $\nu$. Parameterized classifiers were first advocated in Ref. [58] in the context of simulation-based inference (see Sec. 41.7.7) and in Ref. [319] for new physics searches. It has also been applied to simulation-based inference for effective field theory parameters in Ref. [19] and Ref. [320] provides additional pedagogical examples.

The training of a parameterized model is similar to the standard procedure. For example, if one originally wanted to minimize the squared loss function $\mathcal{L}(y, f(x))=(y-f(x))^{2}$ with training dataset $\left\{x_{i}, y_{i}\right\}_{i=1, \ldots, n}$, then the corresponding training procedure for the parameterized model would be as follows. One would need to construct a training set $\left\{x_{i}, y_{i}, \nu_{i}\right\}_{i=1, \ldots, n}$ as described in the preceeding section, construct a parameterized model $f(x ; \nu)$ that takes as input the original feature vector $x$ as well as the nuisance parameters $\nu$, and then train using the same loss $\mathcal{L}(y, f(x ; \nu))=$ $(y-f(x ; \nu))^{2}$.

One complication of the parameterized approach is that it is no longer possible to evaluate the model on a dataset $\left\{x_{i}\right\}$ and pass on only $\left\{f_{i}\right\}$ for downstream analysis tasks since $f\left(x_{i} ; \nu\right)$ still depends on $\nu$. Instead, one delay evaluating the model to some down-stream stage when the dependence on $\nu$ would accounted for. For example, in the context of a likelihood based analysis where one is testing a hypothesis where the nuisance parameters take on a particular value $\nu_{\text {test }}$,
then one will consider the data distribution $p\left(x \mid \nu_{\text {test }}\right)$, and at that point one would evaluate the model at the corresponding nuisance parameter value, i.e. $f\left(x ; \nu_{\text {test }}\right)$. Explicit examples are given in Refs. [19, 58, 297, 320]. While this may seem complicated, it actually corresponds to what is done in a typical likelihood-based fit when the statistical model has nuisance parameters; i.e. the likelihood-ratio corresponds to the model $f(x ; \nu)$ as in Eq. 41.12.

### 41.7.4 Data augmentation

An intuitive approach to building in robustness to systematic effects that can lead to domain shift, is simply to augment the training dataset so that it includes examples corresponding to several values of the nuisance parameter or systematic variations. As before one can construct a dataset $\left\{x_{i}, y_{i}, \nu_{i}\right\}_{i=1, \ldots, n}$, but instead of leveraging the information about $\nu_{i}$, one simply discards this information. This corresponds to sampling from the marginal distribution $x_{i}, y_{i} \sim p(x, y)=$ $\int d \nu p(x, y \mid \nu) p(\nu)$, and is often referred to as smearing. One can then use this smeared dataset for supervised learning in the traditional way. While it is possible that this approach will lead to improved robustness to systematic variations (i.e. generalization for $\nu$ other than the nominal value) than if systematic uncertainty weren't considered at all), this intuitive approach has several shortcomings. The approach does not yield a pivotal quantity as in the adversarial approach, so propagation of uncertainty through the network is still required. Moreover, there is no direct way to control the trade-off between independence from the nuisance parameter and the original target loss as in the adversarial approach. Finally, it can lead to significant performance loss compared to what is possible with the parameterized approach. These trade-offs were studied in Refs. [319, 320] with both pedagogical and physically-motivated examples.

### 41.7.5 Aleatoric and epistemic uncertainty

In the machine learning and risk assessment literature, uncertainty is often characterized in terms of aleatoric and epistemic uncertainty [321-324]. Familiarity with these terms is useful, but the distinction between the two can be ambiguous, the terms are not always consistently used, and they do not clearly map onto the concepts used physics.

For example, Ref. [323], states that "roughly speaking, aleatoric (aka statistical) uncertainty refers to the notion of randomness, that is, the variability in the outcome of an experiment which is due to inherently random effects", while "epistemic (aka systematic) uncertainty refers to uncertainty caused by a lack of knowledge (about the best model)". This seems clear enough, but in that same reference (and in Ref. [325]) the aleatoric uncertainty is considered irreducible, while the epistemic uncertainty could be reduced with additional information. This may seem backwards for many physicists since often in particle physics, we think of how uncertainties scale as we collect more data but keep the experimental design fixed. In that case, the statistical uncertainty will be reduced with time while the systematic uncertainty will remain constant ${ }^{6}$. There is no paradox here, it is simply a different point of view. The emphasis of the risk assessment community is not on collecting more data with the same experimental design, but collecting different types of data that will inform the models themselves. Clearly even for physicists, data from new experiments or calibration measurements could also reduce our systematic uncertainties. While there are exceptions in the literature, the bulk of it associates aleatoric uncertainty with the randomness of classical probability (i.e. the statistical uncertainty associated to repeating the same experiment many times) and epistemic uncertainty with our state of knowledge.

Perhaps a more important distinction between the perspective of physicists and machine learning researchers has to do with the use of the term "model" and what exactly is uncertain. In physics, the systematic and epistemic uncertainty is typically associated to our understanding of the underlying

[^4]physics and "the model" usually refers to the physics model, detector model encapsulated in a simulation. In contrast, for machine learning research, "the model" usually refers to the trained model $\hat{f} \in \mathcal{F}$ used as described in Section 41.2.1 (or the class of functions $\mathcal{F}$ itself). This makes sense if we recall that in the bulk of machine learning research, one has little insight into the process that generated the data (e.g. images of cats and dogs, natural language, etc.). In that sense, the epistemic uncertainty in machine learning is usually associated to uncertainty in the model parameters $\phi$ after training, which would be reduced if one could collect more training dataset (see Ref. [324] for this point of view).

In the literature on Uncertainty Quantification (UQ), which is more closely connected to physics given the role of computer simulations, the terminology is more fine grained and less ambiguous. That community uses the terms parameter uncertainty (i.e. nuisance parameters), structural uncertainty (i.e. mismodelling), algorithmic uncertainty (i.e. numerical uncertainty), experimental uncertainty (i.e. uncertainty from experimental resolution and statistical fluctuations), and interpolation uncertainty (i.e. uncertainty due to interpolating between different parameter values due to lack of computational resources).

### 41.7.6 Model averaging and Bayesian machine learning

The core of Bayesian machine learning is the model averaging view. Here one often takes a more ambitious view of learning than described in Sec. 41.2.1, which is framed mainly as function approximation. While in Sec. 41.2.1, the goal is to find a function that minimizes the risk, in Bayesian machine learning one explicitly builds a probability model $q_{\phi}(x, y)$ for the training dataset $\mathcal{D}=\left\{x_{i}, y_{i}\right\}_{i=1, \ldots, n}$. It is the same change in perspective that one has when one views the squared error loss function $\mathcal{L}_{M S E}=\left(y-f_{\phi}(x)\right)^{2}$ as the log-likelihood for a probability model $y \sim N(f(x), \sigma)$. In addition, one assumes some prior on the model parameters $p(\phi)$, which is often a Gaussian distribution, and is analogous to Tikhonov regularization (see Sec. 41.3.1.2). With this view in mind, a single trained model $\hat{f}=f_{\hat{\phi}}$ is the MAP point estimate and the more complete Bayesian solution is the entire posterior distribution over the model parameters $p(\phi \mid \mathcal{D})$. With this view, it is clear how increasing the number of training examples $n$ will lead to a reduction in uncertainty on $\phi$. However, this notion of epistemic uncertainty has little to do with the notion of systematic uncertainty as the term is used by particle physicists.

Bayesian methods can be applied to non-probabilistic regression problems, in which case they can provide uncertainty quantification. Consider the case of regression in traditional (non-Bayesian) machine learning. The trained model $f_{\hat{\phi}}(x)$ is used to predict the target label $y$. For a fixed $x$, the model does not provide any notion of uncertainty on the prediction. One could propagate uncertainty on $x$ through $f(x)$, but that is also not the desired quantity to characterize the intrinsic spread $p(y \mid x)$ in the data, which may exist even if $x$ has negligible uncertainty. In contrast, Gaussian process regression (a Bayesian method) does provide a natural way to communicate the uncertainty on the prediction, which is possible because one first had to specify a prior on the mean and covariance of the Gaussian process.

In the context of Bayesian deep learning and Bayesian Neural Networks, one would place a prior on the weights and biases of the neural network $p(\phi)$ and then use one of the many emerging techniques to calculate the approximate posterior $p(\phi \mid \mathcal{D})$. However, we should recognize that we have little-to-no insight into the parameters of a deep neural network, so the prior on $\phi$ is hardly well-justified. Furthermore, just as in all Bayesian approaches, the prior is not invariant to reparametrizing the model: $\phi \rightarrow \eta(\phi)$. While it is difficult to justify the choice of the prior on the parameters (and, thus, the resulting posterior), the resulting model may perform well empirically. In such high-dimensional parameter spaces, the bias-variance tradeoff can be dramatic.

Bayesian model averaging (BMA) performs Bayesian average over the posterior $p(\phi \mid \mathcal{D})$. This
can be applied to any quantity $f_{\phi}$, such as a regression or classification prediction $y$. Suppose we can draw from the posterior $\phi \sim p(\phi \mid \mathcal{D})$. For each draw we can evaluate the predicted regression variable $y=f_{\phi}(x)+\epsilon$, where $\epsilon$ is some noise to account for uncertainty in the predictions. We can denote this process as a draw from $p(y \mid x, \phi), y \sim p(y \mid x, \phi)=N\left(f_{\phi}(x), \sigma_{\epsilon}^{2}\right)$, where $\sigma_{\epsilon}^{2}$ is the noise variance. The BMA then performs

$$
\begin{equation*}
p(y \mid x, \mathcal{D})=\int d \phi p(\phi \mid \mathcal{D}) p(y \mid x, \phi) \tag{41.76}
\end{equation*}
$$

In practice $p(y \mid x, \phi)$ is evaluated by drawing samples of $y$ and $\phi$, so the posterior is defined implicitly by the samples. For example, the mean prediction is obtained by averaging $f_{\phi}(x)$ over the samples of $\phi$, and the covariance matrix is similarly evaluated by averaging the second moments over the samples of $\phi$.

Ref. [326] provides a different perspective on BMA analyzed in what are referred to as the $\mathcal{M}$ open and $\mathcal{M}$-closed settings [326]. The $\mathcal{M}$-closed setting refers to the situation where the true data generating process is in the space of models, even if it is unknown to us. In contrast, the $\mathcal{M}$-open setting refers to when the true data generating process is not in model space (i.e. the model is mis-specified). Interestingly, in the $\mathcal{M}$-open case one can potentially do better than any one model in the model class by considering an average over the models, since averaging can create a new model that is not in the model class. BMA provides one such averaging, but other averages, which are not weighted by $p(\phi \mid \mathcal{D})$, can be a better choice. When the weights of each model are optimized against appropriate loss the resulting procedure is called stacking, which has been shown to be superior to BMA in the $\mathcal{M}$-open setting [326]. Ref. [327] performed experiments indicating that in some cases model averaging can also improve predictive uncertainty estimates under domain shifts.

Neural network model averaging beyond BMA comes in several different flavors. Two successful model averaging procedures are Monte Carlo dropout [328], which uses dropout ensembling, and deep ensembles [329], which use random initialization ensembling. These methods may not only be superior to BMA, they are also often significantly faster than BMA. Whether these model averages are an approximation to BMA, or an alternative to it, remains a debated topic, and both views have been advocated. BMA itself can be accelerated using approximate methods, such as stochastic Variational Inference with reparametrization trick [330].

### 41.7.7 Connection to probabilistic machine learning

We end this Section by reinforcing the connection between uncertainty quantification in traditional machine learning and the more probabilistic approaches to machine learning exemplified by simulation-based inference (see Sec 41.3.5) and deep generative models (see Sec. 41.5.4). In the standard approach to supervised learning (e.g. classification and regression) the model $f(x)$ provides a point estimate for $y$. Estimating an uncertainty on $y$ goes a step further, but the complete picture would be to model the posterior distribution $p(y \mid x)$. Gaussian processes (see Sec. 41.5.1) are an example, but the form of the models is limited to Gaussian posteriors. In Sec 41.3 .5 we discussed approaches to model $p(y \mid x)$ using conditional density estimation [51,56,57]. If we extend this task to include a family of distributions parameterized by some nuisance parameters $\nu$, then the task is to model $p(y \mid x, \nu)$, which is structurally similar.

In the context of classification, the output is already probabilistic, and the interpretation of the resulting classifier is $\hat{f}_{M S E}(x) \approx p(y=1 \mid x)$ (see Eq. 41.10). Incorporating the dependence on the nuisance parameter, then connects to the likelihood-ratio trick (see Eq. 41.12), approaches to simulation-based inference that involve learning the likelihood-ratio, and the parameterized approaches described in Sec. 41.7.3.

If one pairs the training procedure for classification, regression, or density estimation used in the approaches above with model averaging techniques such as BMA, then it would be possible to
incorporate both uncertainty associated to finite training dataset and the uncertainty associated to systematic uncertainties. However, as described in Sec. 41.7.5 and Sec. 41.7.1, it is not clear that in physics applications it is desirable to account for the variability associated to training when the more common practice is to regard the trained model $\hat{f}(x)$ as fixed.

While these probabilistic approaches to machine learning are attractive conceptually, it is known in the machine learning community that classifiers often are poorly calibrated and often overly confident in their predictions. This is a problem even if one regards the trained model $\hat{f}(x)$ as fixed. Various approaches, including model averaging, are being pursued to improve the calibration of trained models, but the problem is unlikely to be eliminated entirely. Miscalibration can be verified by evaluating the true positive and false positive rates on held out data. This is common practice in experimental particle physics, where the output of a binary classifier is rarely taken at face value. Instead, the true and false positive rates are estimated with simulated data or control samples as described in Sec. 41.7.1. Furthermore, the true and false positives can be characterized as a function of the nuisance parameters. These procedures can be used to help calibrate parameterized models based on the likelihood-ratio trick (see Refs. [58, 320]). Unfortunately, calibration in the context of density estimation is more challenging. This connects to topics and challenges in anomaly detection (see Sec. 41.3.4).

### 41.8 Infrastructure for deployment in experiments

The software and computing needs of training a machine learning model are different than those encountered when it deployed for use. In machine learning jargon, the two stages are often referred to as training and inference, where inference might refer to making a prediction for $y$ given $x$ in a classification or regression problem. Sometimes this transition also involves using different programming languages for implementing the trained model from the ones used for training them. Modern machine learning frameworks support various serialization formats to exchange trained models. For instance, ONNX provides an open source format for many types of models and is is widely supported and can be found in many frameworks, tools, and hardware. This is important when integrating a trained model into the large software frameworks used by the large experiments.

While hardware acceleration with GPUs is important for efficiently training modern machine learning techniques, there are also advantages of hardware acceleration at inference time. This may include GPUs or Field Programmable Gate Arrays (FPGAs), and the Living Review includes many example works focusing on efficient inference for a given hardware architecture [81, 108, 331-340]. For applications where latency is a key concern (eg triggering at collider experiments), various accelerators have been investigated [167,171,341-355]. In addition, some solutions for deployment of ML models involve deployment in the cloud [356, 357].
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[^0]:    ${ }^{1}$ Similarly, the gap between the true risk of the learned model and the true risk of the optimal model (i.e. $\left.\mathcal{R}[\hat{f}]-\mathcal{R}\left[f^{*}\right]\right)$ is referred to as the regret. This quantity is mainly of interest for theoretical analysis of machine learning algorithms, and not of practical concern since usually neither term is tractable.

[^1]:    ${ }^{2}$ The absolute error and squared error are often denoted as L1 and L2 errors, respectively, in reference to the corresponding norms.

[^2]:    ${ }^{3}$ A similar approach can also be used for the squared-error, see Ref. [20].
    ${ }^{4}$ The right hand side of Eqs. 41.14 and 41.17 are written in a different form, but are equivalent.

[^3]:    ${ }^{5}$ For this reason we prefer to use simulation-based inference instead of likelihood-free inference: joint likelihood $p(x, z \mid \theta)$ is often available, it is the marginal integral over latent space $z$ that is assumed to be intractable.

[^4]:    ${ }^{6}$ Further complicating the relationship between the terms is that many experimental uncertainties that are characterized as systematic are actually statistical in nature as auxiliary measurements and control regions are used to constrain the corresponding nuisance parameters.

